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800-433-5700

“I need the fastest DMM they make.”

Download the latest measurement brief and tips 
www.agilent.com/find/fastestdmm
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DMM Digits DC Max Function/Range IO
  Accuracy Readings Changes

34405A 5 1/2 0.0250% 19 / sec 0.2 sec USB

34401A 6 1/2 0.0035% 1,000 / sec .02 sec GPIB, RS-232
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   LAN (LXI)
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40 Quasiresonant flyback converter easily charges energy-storage capacitors

42 First-event detector has automatic-reset function

43 Signal-powered linear optocoupler provides isolated control signal

45 Dark-activated switch needs only three components
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do board-level design.
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S   FETs simplify designs up to 25A/phase

Maxim’s PowerMindTM family of integrated buck regulators simplifies your 
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In smartphones, the iPhone changed
everything, driving not only phone-re-
placement sales, but also the entire
cellular infrastructure. AT&T was as-
tonished at the amount of data that
people consumed and sent with
their iPhones. This phenomenon
means that we need more cel-
lular-base-station infrastruc-
ture; more data infrastruc-
ture; more touchscreens; and
a massive amount of an-
alog for cameras, flash
drivers, and all the other
things an advanced phone
requires. In some coun-
tries, such as India, they
are passing over the laptop
era and jumping straight
to smartphones and their
cousins, netbooks.

As for LED light-
ing, sure, it now pays
to use it only for refrigerated coolers
and 30-foot-high, difficult-to-replace
architectural lighting. The semi-
conductor companies never cease
to amaze us with the progress they
make, however. Take Cree, for exam-
ple. It learns about and spends on gal-
lium nitride for its LEDs, and those re-
sources will benefit its RF- and cellu-
lar-base-station division. Soon, LEDs
will appear in general lighting, and

that debut won’t be big. It
won’t even be huge. It will
be monstrous. If they can
provide the energy savings
of CFLs (compact fluores-
cent lights), use no mercu-

ry, and have lifetimes longer
than one year, it will be all good
for the environment.

The third killer app is
solid-state-drive technolo-
gy, which will replace many
hard-disk drives, including
those for operating systems

and anything that
needs fast, reliable, low-

power, or shockproof data, such as the
earlier-noted smartphone. This devel-
opment does not help my analog pals
too much, but there will be a mind-
boggling amount of purchased, pro-
cessed, and sold silicon for this appli-
cation. Check out a video at www.you
tube.com/watch?v�96dWOEa4Djs to
see a computer with 24 Samsung sol-
id-state disks. Sure, it may represent
$16,000 worth of disks today, but, like

LEDs and the power supplies for them,
disk prices will decrease dramatically
in a few years.

So there you have it, three killer
apps. Let the celebration begin. In a
couple of years, there will be a boom
in Silicon Valley the likes of which
we have never before seen. Mas-
sive amounts of silicon need massive
amounts of semiconductor machin-
ery, so Applied Materials will be do-
ing just fine. People say that solar pow-
er will also be a big application, for
which Sunpower is in a better posi-
tion than Nanosolar and all the oth-
er companies making cheap printable
panels using CIGS (copper-indium-
gallium-selenide) semiconductors. If
you are going to pay $20,000 for some-
one to put panels on your roof, they
had better be 22%-efficient Sunpower
panels and not 11%-efficient thin-film
panels. Some people claim 19.5% effi-
ciency for CIGS, but that figure comes
from data in a laboratory setting. I will
believe the technology achieves that
efficiency in other settings when Con-
sumer Reports reports on it or it ap-
pears in the Digi-Key catalog.

As for the whole alternative-energy
thing, I predict it will fizzle for five years
until gasoline prices again increase to
more than $4 and carbon taxes drive
electricity prices to 25 cents per kilo-
watt, about twice those in California
and 3.5 times those in West Virgin-
ia. Although Google claims to have
a whizz-bang solar-thermal setup, the
ecology freaks won’t let us build power
lines to the installation, so what good
is it? The same goes for wind. Solar
panels on our roofs are the most prac-
tical things we have going and are ad-
ditional reasons for the boom in semi-
conductors and the machinery that
makes them. Remember: LEDs need
power supplies, and solar power needs
inverters. The capacitor and inductor
makers will have great futures, and,
fear not: There will be a huge demand
for analog engineers.EDN

Contact me at paul.rako@edn.com.

BY PAUL RAKO, TECHNICAL EDITOR

Three killer apps and
some not-so-killer

,,
E D N . C O M M E N T

 A
s I visited the IEEE International Microwave Sympo-
sium last month in Boston, I saw a bright future for semi-
conductors and electronics. For years, pundits have been
bleating about the next killer application for semicon-
ductors. Well, I see three of them coming down the pike:
smartphones, LED lighting, and solid-state drives.

Fear not: There
will be a huge
demand for analog
engineers.
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Wolfson Microelectronics’ new single-
chip, monophonic WM9081 DAC and
speaker amplifi er deliver optimum

sound-pressure levels and maximum intelligi-
bility from low-cost speakers, such as those in
portable navigation devices, mobile handsets,
digital radios, and conference speakerphones.
The IC has a high-effi ciency, 2.6W speaker
amplifi er that can operate in either Class AB
or Class D, a dynamic-range controller, and a

fi ve-band ReTune Mobile parametric equalizer.
SNR (signal-to-noise ratio) is 92 dB in Class D
mode, and THD�N (total harmonic distortion
plus noise) is 1% at 2.4W output power into
a 4� speaker load. The 9081 uses 30% less
board area and costs 20% less in bill-of-mate-
rials expenses than a two-chip approach.

The integrated ReTune Mobile equalizer
has fully programmable coeffi cients, allow-
ing the user to defi ne speaker-frequency-
response compensation and music profi les.
Programmable dynamic-range control boosts
low-level signals to maximize volume for
improved intelligibility. The chip comes in a 28-
pin COL QFN package; an evaluation system
includes a board, schematics, a Linux driver,
and a downloadable software GUI (graphical
user interface), which allows the developer to
modify an interactive version of the register
map in real time and modify the device confi g-
uration while developing software settings.

—by Graham Prophet
�Wolfson Microelectronics, www.wolfson
micro.com.

Capacitive-touch sensors can detect a fi nger touch
by measuring capacitive changes on the touchpad.
Currently, the most popular form of capacitive-touch
sensors relies on a microprocessor and requires
programming before use. SMSC’s new CAP10xx
capacitive-sensor family takes an alternative hard-
ware-based approach that uses dedicated registers.
You set these registers during a three-step tuning
process that determines the system sensitivity, sets
the sensor threshold to zero for the “no-touch” value,
and then verifi es any change in values for no-touch
states. This process takes place at power-on and
can adapt to system changes, such as dirt buildup
on switches and manufacturing variability, including
changing parasitic capacitance, in PCBs (printed-cir-

cuit boards). This tolerance allows the sensors’ use
with products from multiple vendors and processes.

The CAP10xx family offers an 8-kV rating, an
advantage in consumer electronics. The chips also
provide built-in noise fi ltering at the input pins, which
wireless circuits or dc/dc-power regulators on the
same board can cause. Options include the number
of sensor inputs, slider-input capability, and LED-
driver circuitry. All chips have an I2C-bus interface;
some provide an SPI (serial-peripheral interface)
or a BC-Link interface. Chip packages range from
a 10-pin, 3�3-mm DFN to a 32-pin, 5�5-mm
QFN. Production prices range from 75 cents to $2
(10,000).—by Margery Conner
�SMSC, www.smsc.com.

DAC shapes sound for small speakers

EDITED BY FRAN GRANVILLE

Touch sensors allow for variations in parasitic capacitance

The hardware-based
CAP10xx family
requires no program-
ming to set proximity-
range values.

“The hurt-proof play-
ground is another
example of the liberal
mindset that an indi-
vidual is not respon-
sible for the result of
his actions and should
therefore bear no con-
sequences from such
actions. This is part
of the dumbing down
of society, which, un-
fortunately, is also a
source of wealth for
those in the litigation
profession. It is re-
ally tragic to see our
country and our world
going this way.”
—Engineer and EDN reader
William Ketel, in EDN’s Feedback
Loop, at www.edn.com/article/
CA6648785. Add your comments.

FEEDBACK LOOP

INNOVATIONS & INNOVATORS

The WM9081 DAC and speaker amplifier
deliver optimum sound-pressure levels and
maximum intelligibility from low-cost speakers,
such as those in portable navigation devices
and mobile handsets.
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Agilent Technologies has
added 13.5-, 43.5-,
and 50-GHz models of

its PNA-X network analyzer.
The 43.5- and 50-GHz models
support high-frequency appli-
cations, such as radar and sat-
ellite communications, where-
as the 13.5-GHz model han-
dles low-frequency devices in
wireless communications. The
company has also added 13.5-,
43.5-, and 50-GHz models of
its PNA-X NVNA (nonlinear-
vector-network analyzer). The
range of these new products
provides engineers who de-
velop and manufacture active
devices the fl exibility to select
the right instrument bandwidth
for each application.

Aerospace and defense en-
gineers who work on systems
with frequencies as high as 50
GHz can now benefi t from Ag-
ilent’s single-connection, multi-
ple-measurement PNA-X. This
analyzer’s integrated measure-
ments, versatile hardware, and
reconfi gurable measurement
paths address this market’s
key challenges: test-system
costs, test complexity, through-
put, accuracy, and equipment-
space requirements. Typical
radar, satellite, and electronic-
warfare applications require
complex test systems that oc-
cupy multiple instrument racks
and require numerous connec-
tions to the device under test.

The PNA-X integrates the ca-

pabilities of a full rack of equip-
ment into a single instrument,
simplifying test stations, halving
the number of instruments, and
increasing throughput fourfold.
The PNA-X also offers a sin-
gle-contact approach to wafer
tests. By eliminating multiple
probe contacts and enabling
the most accurate character-
ization and reliable wire-bond-
ing, this approach signifi cantly
improves the quality of the de-
vices produced. Moreover, en-
gineers working on systems
with frequencies greater than
50 GHz can use the PNA-X to
confi gure a banded millimeter-
wave system that operates to
0.5 THz.

The 13.5-GHz PNA-X mod-
el supports wireless communi-
cations, in which reduced test
time, number of test stations,
and test cost are critical. Low-
noise-amplifi er tests typically
require separate test stations
for such characteristics as
small-signal gain/match, dis-
tortion, and noise fi gure; the
PNA-X integrates these tests
into one station, thereby re-
ducing the number of stations
by as much as 75% and costs
by 30%.

The NVNA provides the
greatest possible insight into
nonlinear-device behavior. The
NVNA proves especially useful
for scientists who research new

RF technologies and engineers
who design high-perform ance
active devices. Using NVNA,
you measure X parameters
and then use them to create
models that you can import
into Agilent’s ADS (Advanced
Design System) to simulate the
behavior of linear and nonlinear
physical components.

The configurable two- or
four-port network analyzer
uses a single connection for
measurements of continuous-
wave and pulsed scattering
parameters, compression, IMD
(intermodulation distortion),
and noise fi gure. Two built-in
high-performance sources of-
fer output power of 16 dBm,
harmonics of �60 dBc, and a
power-sweep range of 40 dB.
A wide range of measurement
applications for amplifi ers, con-
verters, and modules with linear
and nonlinear characteristics
includes vector-noise figure,
gain compression, IMD, true-
differential measurements, and
NVNA. Internal signal-routing
switches provide increased
fl exibility for adding signal-con-
ditioning hardware or additional
test equipment for single-con-
nection measurements. Inter-
nal pulse modulators and gen-
erators for fast, simplifi ed pulse
measurements permit making
these measurements in 1/30
of the time necessary with an-
alyzers that require external
generators and modulators.

Prices for PNA-X start at
$76,400 for a 10-MHz to
13.5-GHz unit and extend to
$140,100 for a 10-MHz to
50-GHz unit. Prices for NVNA
options start at $37,400. A 50-
GHz comb generator, which
acts as a phase reference for
the NVNA, adds $16,000.

—by Dan Strassberg
�Agilent Technologies,
www.agilent.com/fi nd/pna-x
and www.agilent.com/fi nd/
nvna.
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Network analyzer for active-device test
adds 13.5-, 43.5-, and 50-GHz models

The PNA-X series of two- and four-port vector-network analyzers
and nonlinear-vector-network analyzers for characterization and
test of active and passive RF, microwave, and wireless-communi-
cation devices now includes 13.5-, 43.5-, and 50-GHz models.

DILBERT By Scott Adams
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Analog Devices has
introduced a single-IC
USB (Universal Serial

Bus) isolator, which simplifi es
isolated USB-port implemen-
tation in system-critical medi-
cal and industrial equipment.
USB ports provide a stan-
dardized, straightforward way
to connect and disconnect
peripheral devices to and from
a computer without rebooting
or turning off a system. When
medical professionals need
information, USB-compatible
medical devices make it sim-
ple and effi cient to share vital
patient fi les or data at any time
and between locations. USB-
enabled devices enable health-
care professionals to use a
range of commercially avail-

able, cost-effi cient peripherals.
The demand for USB-enabled
health-care devices continues
to grow because equipment
for patient monitoring, disease
management, health and well-
ness, and drug delivery is now
essential in maintaining the
health of millions of people
worldwide.

Analog Devices hopes to
address these issues with
the ADuM4160 USB isola-
tor. It offers 5-kV-rms medi-
cal-grade isolation, upstream
short-circuit protection, and
fully isolated 1.5- and 12-Mbps
data rates. IEC (International
Electrotechnical Commission)
60601-1 medical-safety
approvals are pending. The
USB 2.0-compliant device pro-

vides fully isolated USB func-
tions and enables medical- and
industrial-design engineers to
cut implementation costs by
as much as 25%, reduce the
size of designs by as much as
50%, and trim development
time from months to weeks,
according to the company.

The isolator employs the
company’s iCoupler technol-
ogy, which combines high-
speed CMOS and chip-scale-
microtransformer technology.
Designers can implement
ADuM4160 in low- and full-
speed USB-compliant sys-
tems, and it operates from the
5V USB supply or system-sup-
plied 3.3V power using an inter-
nal regulator. The ADuM4160
also provides isolated control

of the pullup resistor, allowing
the peripheral to control con-
nection timing. The device’s
maximum current during idle
mode is 2 mA, eliminating the
need for a suspend state.

“Medical designs have typi-
cally used isolated RS-232
or Ethernet connections that
limit data-transfer rates, do not
support plug-and-play func-
tions, and take up excessive
space,” says Patrick O’Doherty,
health-care-segment direc-
tor at Analog Devices. “The
ADuM4160 USB isolator’s
reinforced, medical-grade iso-
lation makes it possible for
engineers to design USB-
enabled medical devices that
help facilitate better patient
care.” Base price for the 16-
lead SOIC device is $4.89
(1000).—by Paul Rako
�Analog Devices Inc, www.
analog.com.

Isolated USB connections operate
in medical and industrial equipment

LDPC TECHNOLOGY COMES TO DISK-READ CHANNELS

07
.2

3.
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LSI recently launched a new era in
disk-read-channel technology with
the RC9500, a mixed-signal read-
channel-IP (intellectual-property)-
core cluster. LSI intends the block
for integration with a drive vendor’s
IP to create a single-chip drive-
electronics subsystem. The IP is
LSI’s—and, possibly, the industry’s—
first venture into 40-nm process
technology, and it appears to be the
first application of an LDPC (low-
density-parity-check) algorithm in
read-channel products. LSI intends
the IP for the coming generation of
500-Gbyte/disk, 2.5-in. and 1-Tbyte/
disk, 3.5-in. drives.

The 40-nm part allows the read
channel to reach 4 Gbps within the
power budget customers specify. At
this speed, even minimal parasit-
ics and small variations can sneak
up on designers. Compounding the
design problem for analog design-
ers is the fact that the whole game
in read channels is about noise.

The head and media designers will
push areal density until every hint
of noise margin is gone, so there’s
nothing left over for the low-noise-
amplifier designers. But low-noise
design at 40 nm—especially in IP, in
which you can’t control the charge
other circuits might be pumping into
the substrate next door—is an art. It
would be easy for circuit designers
to lose the whole advantage of the
new LDPC algorithm in the analog
section.

The 40-nm process also presents
issues to LSI’s customers. LSI’s
interface to customers using this
IP will be its familiar ASIC model.
But everything will go better if cus-
tomers bring to the table a design
team and IP that are ready for the
rigors of a 40-nm design. The other
milestone is LDPC, a signal-recov-
ery technique that has for years
found use in such areas as satellite
communications, in which SNRs
(signal-to-noise ratios) are small

and no one minds that the receiver
fills a rack and runs slower than real
time. Getting the algorithm into a
manageable gate count and power
consumption and getting it to keep
up with a 64-Gbps bit stream are
challenges. But LSI officials claim
that LDPC provides at least 1 dB of
improvement in SNR—a major incre-
ment in disk drives.

The algorithm required some new
architectural thinking compared with
previous read-channel DSP designs.
LSI designers also worked on adapt-
ing the algorithm to the signal char-
acteristics they expected from the
next generation of head and media
designs, which are themselves still
evolving.

LSI is now offering an evaluation
chip for sampling that carries the
whole cluster of IP, from the analog
front end through the detector-de-
coder block, for evaluation by key
customers.—by Ron Wilson
�LSI, www.lsi.com.
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Ansys Inc has announced
the latest release of
Ansys Icepak software,

which applies fl uid-dynamics
technology to electronics ther-
mal management. The 12.0 re-
lease introduces new features
for PCB (printed-circuit-board)
and package thermal analysis,
new and enhanced technology
for complex meshing geom-
etry, and new physical-model-
ing capabilities. These features

enable engineers who design
electronic components for
products such as cell phones,
computers, and graphics cards
to improve design performance,
reduce the need for physical
prototypes, and shorten time
to market.

Ansys Icepak software ac-
celerates product development
by simulating the dissipation of
thermal energy in electronic de-
vices at the component, board,
or system level. Based on the
Ansys Fluent CFD (computa-
tional-fluid-dynamics) solver,
Ansys Icepak software has a
streamlined user interface that
enables the rapid creation of
models of complex electronic
assemblies. Integration of An-
sys Iceboard and Ansys Icechip

capabilities into Ansys Icepak
12.0 provides engineers with
an integrated platform to an-
alyze package, PCB, and sys-
tem designs. Direct importing
of ECADs (electronic-comput-
er-aided designs) allows engi-
neers to model all components
of packages and PCBs, includ-
ing, traces, vias, solder balls,
solder bumps, wire bonds, and
dice (see “SIwave 4.0 address-
es signal and power integrity,”

EDN, June 17, 2009, www.edn.
com/article/CA6665970). A
new PCB-trace joule-heating
modeling capability, along with
the ability to import dc-power-
distribution profi les from Ansoft
SIwave software, enhances the
accurate thermal simulation of
PCBs. Icepak 12.0 also offers
enhanced macros; enhanced
fan-modeling capabilities; par-
allel processing; postprocess-
ing; and new libraries for heat
sinks, thermoelectric coolers,
and materials. In keeping with
the Ansys multiphysics strat-
egy, Ansys Icepak technology,
in conjunction with SIwave and
Ansys Mechanical products,
provides a coupled approach
to the electrical, thermal, and
structural requirements of

electronics-design engineers.
“With today’s high-perform-

ance electronic devices, there
is a trend to reduce device
size while increasing product
functionality,” says Dipankar
Choudhury, vice president of
corporate product strategy and
planning at Ansys. “This trend
increases power densities in
devices, which necessitates
that thermal management be-
come a design driver.”

Ansys Icepak 12.0 em-
ploys two new meshing tech-
nologies—automatic multilevel
meshing and Cartesian hex-
dominant meshing—to enhance
the software’s ability to handle
complex geometries and im-
prove accuracy without sacri-
fi cing robustness. The meshing
enhancements improve mesh
smoothness, quality, curvature,
proximity capturing, and speed.
The automatic generation of
accurate, conformal meshes
that represent the true shape
of electronic components and
the solution of fl uid fl ow and all
modes of heat transfer—con-
duction, convection, and radia-
tion—for both steady-state and
transient thermal-fl ow simula-
tions enable engineers to rap-
idly evaluate thermal-manage-
ment issues for electronic de-
vices, reducing development
time and increasing product
reliability.

Ansys Icepak 12.0 is part of
the Ansys multiphysics portfo-
lio, which also includes Ansoft
electromagnetic, electrome-
chanical, circuit, and system-
behavior technologies (see
“Simulation gets speed, capac-
ity boost,” EDN, Jan 22, 2009,
pg 26, www.edn.com/article/
CA6629472).

—by Rick Nelson
�Ansys Inc, www.ansys.com.
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Thermal-management software reduces
engineering time, speeds product development

The Ansys Icepak 12.0 release introduces new features for PCB
thermal analysis.

Targeting the smart-
meter market, Texas
Instruments has added the
MSP430F471xx to its 430
family of ultra-low-power
microcontrollers. The de-
vice has accuracy better
than 0.1%  and a dynamic
range of 2400 to 1, neces-
sary for the wide range of
high and low currents that
power meters encounter.
Current electromechanical
meters, in contrast, have
only about 2% accuracy.
Low-power operation is
important for electronic
three-phase power meters
because they must run on
battery-backup power dur-
ing outages.

In its low-power mode,
the 471xx can keep an
LCD and a real-time clock
alive for continued me-
tering and reporting. Six
sigma-delta ADCs monitor
the three power phases,
and a seventh monitors
the ground return to see
whether the equipment is
drawing power or even if
someone has tampered
with the magnetic pickup.
The device has multiple
interfaces, including PLC
(power-line communica-
tions) to communicate
with the utility, and an RF
interface for advanced
meter infrastructure that
allows in-home wireless-
network communication.
The device has as much as
120 kbytes of flash mem-
ory and 8 kbytes of RAM.
The chip sells for $5.75 to
$7.95 (1000).

—by Margery Conner
�Texas Instruments, www.
ti.com.

ULTRA-LOW-POWER
MICROCONTROLLER
BRINGS ACCURACY
TO SMART METERS
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Where do we as an indus-
try stand with Moore’s Law?
Are we coming to its end?

No, I don’t see that at
all. I think Moore’s Law

is going to have a future but
only for the applications that
have such a high volume that
the investment associated
with the next generations can
be earned back. Saying that
limits the application to very
few that we all know about
and thereby [limits Moore’s
Law to] very few players that
we all know about. Of course,
it’s about the memories, it’s
about the big processors, and
it may be about the basebands
in wireless handsets. Those
are the applications that can
create the accumulative busi-
ness that justifi es the enor-
mous investment. More and
more, companies must find
for themselves a place where
they can make business, and,
in some cases, that [idea]
leads to the conclusion that
that [place] is not Moore’s Law
or not an application based on
Moore’s Law.

So applications become the
next industry driver.

Yes. What you will see
more and more is that

the big concerns that the world
is facing at this moment—the
need for sustainable energy,
the need for water, the need
to reduce the cost of medical
care—those challenges can
only be realized as more and
more we create intelligent so-
lutions. Intelligent solutions in
my view means optimized so-
lutions for a particular appli-
cation area. That [idea] is not
necessarily based on Moore’s
Law technologies. On the con-
trary, often that [idea] will ask
for technologies that can deal
with high voltages, technolo-
gies that can deal with spe-
cial requirements. Typically,
these are technologies that
are based on a relatively old
CMOS generation but with a
sophisticated device or a so-
phisticated addition on top of
it that makes this specialty an
option. … Technically, I do not
believe Moore’s Law is over.
It is economics. There is a fa-

mous analogy in the indus-
try that relates to commercial
airplanes. The Concorde fl ew
higher than the speed of light
between Paris and New York.
Technically, it was a very feasi-
ble proposition. Economically,
it didn’t work out. It was just
too expensive. That’s why, for
commercial applications, we
don’t see the Concorde any-
more. The development in it-
self did not limit evolution in
the airplane industry. We saw
airplanes become more ef-
fi cient, less noisy, less pollut-
ing, more pleasant to travel in.
There has been a continued
line of innovation, not along
the lines of making it faster,
but along the lines of having
a smaller footprint.

Considering the economy
and this evolution to a “more
than Moore” era, where are
we in R&D and spending on
R&D?

It will change in nature.
Whereas we had mas-

sive amounts of money spent
in developing new technology,
we now see the wealth of ap-
plications coming toward us
in dedicated solutions. It will

move from the foundation pro-
cess technology into the area
of application-specifi c, custom-
er-optimized solutions. … We’ll
shift more toward customers,
toward applications and move
away from very deep process
technology.

Will it be more diffi cult to in-
novate with reduced R&D
investments and smaller
staffs? There have been
massive layoffs in the indus-
try over the last year.

For sure, it is a stretch.
But we also know that,

after the crisis, there is going
to be an upturn again. To me,
it’s a matter of endurance. We
have to sustain innovation. We
have to continue to invest peo-
ple, money, and brains in creat-
ing innovations that later on we
can harvest.

Do you have an estimate
on when that upturn will
come?

No. The only thing I
know is that every day it

is nearer by 24 hours.
—interview conducted

and edited by
Suzanne Deffree

VOICES

René Penning de Vries, senior vice president and chief
technology officer of NXP Semiconductors (www.nxp.
com), spoke to EDN about how design and R&D are

changing as we evolve past the traditional definitions of Moore’s
Law and into a new era based on value-added applications and
guided more than ever before by economics. Excerpts of that
interview follow.

NXP’s René Penning de Vries:

Moving beyond
Moore

A
A

A

A
A
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If you change your circuit design
by reducing your filter’s resistor val-
ues, you will increase the noiseless bits
in the circuit. For example, the delta-
sigma ADC in Figure 1 uses a lowpass
filter to reduce noise above the con-
verter’s output data rate, FD. With this
filter, use the output data rate of the

delta-sigma converter to select the re-
sistor and capacitor values in this cir-
cuit. You can use the formula FD�
1/(2�RFLT�CFLT) to calculate the val-
ues of RFLT (filter resistance) and CFLT
(filter capacitance). This filter reduc-
es noise by targeting the sampling fre-
quency of the converter as the combi-

nation of RFLT/2 and CFLT goes to work
(Reference 1).

The missing detail in this design for-
mula is resistor noise. There is no such
thing as a noiseless resistor. The ideal
resistor noise is �(4�k�T�R�B),
where k is Boltzmann’s constant
(1.38�10�23�JK�1), T is the temper-
ature in Kelvin, R is the nominal re-
sistance in ohms at 25�C, and B is the
bandwidth of interest in hertz.

Now, let’s make sense of this resis-
tor-noise formula. The noise that you
inject into your circuit up to the out-
put data rate is equal to the resistor
noise. To determine the maximum al-
lowable resistance value in this cir-
cuit, use the following equation:

where ER is the specified effective res-
olution from the ADC manufactur-
er’s data sheet. Figure 1 illustrates the
characteristics of this formula. If you
operate your 23-bit-effective-resolution
delta-sigma converter at a data rate of
200 Hz, the maximum value of the fil-
ter’s resistance is 4.297 k� or less, and
RFLT/2 is 2.148 k� or less.EDN
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Bonnie Baker is a senior applications engi-
neer at Texas Instruments and author of
A Baker’s Dozen: Real Analog Solu-
tions for Digital Designers. You can
reach her at bonnie@ti.com.

BY BONNIE BAKER

Using an analog filter
to inject noise

,,
B A K E R ’ S  B E S T

 S
ometimes things just don’t make sense! For instance,
your RC filter or amplifier’s lowpass filter at the input of
a delta-sigma ADC can produce a noisier digital output.
Didn’t you design the filter to reduce noise so that you’d
get more instead of fewer noiseless bits from your convert-
er? It is as easy to eliminate higher-frequency noise with

an analog lowpass filter as it is to inject noise into the frequency band
below the corner frequency of your filter. If your filter produces noise in
the frequency band of interest, your conversion output results will be
noisier than you might expect.

Figure 1 The combination of (RFLT/2	RFLT/2) and CFLT reduces circuit noise as long
as the filter’s resistance noise is below the ideal converter’s noise. +  www.edn.com/bakersbest
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Lithium-ion cells are the workhorses of portable energy
storage. Battery manufacturers may change the formula-
tion of the coatings for the cathode and the anode and

the characteristics of their separators, but the basic compo-
nents are the same across all rechargeable lithium-ion cells.
Formulations optimize battery performance for characteristics
such as energy storage, rapid current draw, and cycle life.

The anode is a coated, thin
copper foil. A graphite coating
is the most common, but some
vendors use LTO (lithium-ion-
titanate oxide). An LTO-coated
anode gains in increased cycle
life and faster charging at a
heavy trade-off of lower energy
density. This Imara anode uses a
conventional graphite coating.

A lithium-ion-battery prod-
uct line often takes its
name from the chemical
formulation of the cathode.
Some common cathode
coatings are iron phos-
phate, cobalt oxide, and
nickel-manganese-cobalt-
oxide, plus the major coat-
ing ingredient, lithium.

Simple battery technology packs in
more features with complex chemistries

PRY FURTHER AT EDN.COM

Go to www.edn.com/pryingeyes
for past Prying Eyes write-ups.
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A separator layer tops the cathode, which
in turn tops another separator, which in
turn tops the coated anode. Manufacturers
then roll up the four-layer sandwich to
resemble a jelly roll. The anode current
collector, or tab, hangs from the jelly roll.

+

A thin sheet of polypropylene acts as a separator to
prevent a short circuit between the cathode and the
anode but allows lithium-ion cells to flow through
the separator’s porous structure. The separator’s
porosity affects the back-and-forth flow of lithium
ions as the cell charges and discharges. If the sep-
arator is very porous, lithium-ion cells can flow back
and forth more quickly, but very porous separators
are also less rugged during manufacturing and less
durable. Another characteristic of the separator is
its thickness: Thicker separators reduce the occur-
rence of electrical short circuits but leave less room
in the can for the active material on the cathode;
the cell also has lower energy density.

The jelly roll goes into a stain-
less-steel can. A welding probe
goes down through the center
and spot-welds the anode tab to
the bottom of the can.

Washers act as plastic spac-
ers to keep the jelly roll tightly
packed and in place.

The manufacturer welds the internal side of the end cap
to the cathode tab. The black ring on the cap insulates it
from the can. The cap contains a CID (circuit-interruption
device). If the pressure inside the can exceeds the limit
that indicates a short, an overcharge, or excessive tem-
perature, the CID opens and permanently disconnects the
cell. After inserting the end cap into the can, the manufac-
turer crimps the can over the cap, sealing the battery. (The
second end cap is for illustrative purposes.)

A shrink tube provides
branding and product infor-
mation and insulates the can
from the outside world.
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What is 
the missing
component?

Industry guru Forrest M. Mims III has created a stumper. Can you
figure out what's missing? Go to www.Jameco.com/brain to see 
if you are correct and while you are there, sign up for our free 
full color catalog. It's packed with components at prices below
what you are used to paying.
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©Copyright Agilent Technologies 2009
Trade in offer good for a limited time.

“I need a faster, more accurate audio analyzer.”

Save $2,400
when you trade in your old HP 8903B
for a new Agilent U8903A audio analyzer*
www.agilent.com/find/U8903Apromo

We knew you’d say that.
The new Agilent U8903A audio analyzer is four times more accurate and 

over seven times faster than its popular HP 8903B ancestor. In fact, it is 

among the fastest and most accurate currently in its class. It’s also a more 

fully capable audio analyzer, letting you make crosstalk measurements and 

phase measurements, FFT analysis, and graph sweep. And it will soon be 

upgradable to eight channels. You can’t find that anywhere else. Go online 

to learn more about this remarkable new audio analyzer.

u.s. 1-800-829-4444  canada: 1-877-894-4414
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OPTIMIZING
RELIABILITY
AND POWER
EFFICIENCY IN
EMBEDDED
WIRELESS
SYSTEMS
YOU CAN APPLY DYNAMIC-DATA-RATE AND
DYNAMIC-OUTPUT-POWER TECHNIQUES
TO ENSURE THAT WIRELESS MESSAGES GET THROUGH
WITH MINIMAL POWER CONSUMPTION.

BY JONATHAN SUJARIT • CYPRESS SEMICONDUCTOR

T
he use of wireless technology in
embedded-system applications,
such as industrial monitoring
and control, home automation,

remote control, and medical equipment,
continues to grow rapidly, and the num-
ber of new applications that are adopt-
ing wireless is growing even faster. These
wireless systems are currently demon-
strating a trend of adopting 2.4-GHz
technologies because of worldwide unli-
censed operation, faster data rates, and
other inherent benefits over less-than-1-
GHz technologies. The drawback is that
these systems will all be competing with
each other for airspace, as well as with
other prevalent 2.4-GHz systems, such as
Wi-Fi, cordless phones, and Bluetooth.
It is inevitable that all of these 2.4-GHz
wireless systems will eventually interfere
with each other and increase the chance
of communication failures. Thus, it is
no longer sufficient for RF engineers to
build a radio and protocol stack that can
just wirelessly transmit and receive data
without any defense mechanisms for in-
terference. Designers must implement
intelligent techniques so that embed-
ded wireless systems are in fact reliable
in the increasingly congested 2.4-GHz
spectrum.

RF engineers face another critical
challenge in power consumption. Many
embedded wireless applications require
that battery-powered devices last for
years, not just weeks or even months. To
optimize the efficiency of their systems,
engineers cannot rely on using just RF
components with ultra-low-current
consumption. Because most low-power
transceivers consume 1000 times less
current in sleep mode than in transmit-
ting/receiving mode, engineers need to
turn their attention to finding ways to
reduce excessive retransmitting cycles
and maximize their system’s sleep time.
Engineers can address both reliability
and power efficiency using dynamic-
data-rate and dynamic-output-power
techniques.

RELIABILITY
You can most easily measure the reli-

ability of a wireless link by noting the
percentage of packets that successfully
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move from one device to another. In
many cases, a higher percentage of suc-
cessful transmissions may improve only
a user’s experience. However, it is a criti-
cal requirement that you cannot over-
look in certain applications, such as se-
curity and medical equipment.

In typical low-power RF systems, a
channel sends and receives data packets
at a certain data rate. Engineers often
implement a frequency-agility technique
to enhance reliability by enabling a sys-
tem to actively choose quieter channels
when the system loses packets because
the current channel is too noisy. A sys-
tem with frequency agility needs a trans-
ceiver that can quickly switch channels,
and it needs a protocol stack that can tell
the transceiver which channel to move
to. Most low-power, 2.4-GHz transceiv-
ers can quickly switch channels, but
not all protocol stacks have built-in fre-
quency agility. The latest ZigBee (www.
zigbee.org) 2007 Pro specification and
the Cypress (www.cypress.com) propri-
etary CyFi Star network protocol have
frequency agility to provide a layer of
defense against interference.

However, frequency agility by itself
is rarely enough to ensure a worry-free
link in the 2.4-GHz band. In some im-
plementations of frequency agility, the
system switches channels only when a
network link fails because of excessive
packet loss. This behavior is less than
ideal because the network link must
fail first before resuming on a new, quiet

channel. Thus, frequency agility does
not help to prevent failure but instead
only to recover from it. This recovery
capability may be sufficient for applica-
tions such as sports and leisure that can
tolerate random packet loss, but some
applications, such as medical equipment
and industrial-process control, have low
packet-loss thresholds that you cannot
exceed.

Another shortcoming of frequency
agility is that it assumes that a clean
channel will always be available with-
in the associated spectrum. In the
2.4-GHz band, devices such as 802.11g
routers occupy 22 MHz of bandwidth,
and their 802.11n counterparts can oc-

cupy as much as 40 MHz of bandwidth.
With just two Wi-Fi routers occupy-
ing the entire 2.4-GHz band, other sys-
tems have little room to find clear, quiet
channels, thus reducing the effective-
ness of frequency agility.

OPTIMIZING RELIABILITY
Although frequency agility is not suf-

ficient on its own for providing com-
plete reliability, the implementation of
a dynamic data rate can add an extra
layer of robustness to ensure a worry-
free link in the 2.4-GHz band. “Dynam-
ic data rate” refers to a system’s ability
to automatically switch its data rate in
real time. It may seem obvious to always
use the highest data rate. For example,
in the realm of cell phones, the Apple
(www.apple.com) iPhone seamlessly
switches between EDGE (enhanced-
data-rate-global-system-for-mobile-en-
vironment), 3G (third-generation), and
Wi-Fi protocols to provide users with
the maximum possible data rate.

In the world of embedded wireless sys-
tems, however, people consider lower
data rates to be more robust than high-
er data rates and may prefer that feature
over faster throughputs. For example,
the DSSS (direct-sequence-spread-spec-
trum) modulation technique encodes
data into longer sequences of “chips,”
thereby reducing the effective data rate
so that you can still recover the original
data amid interference. The DSSS trans-
mitter encodes a byte of data into a 32-
chip sequence that the receiver knows
(Figure 1). Because 32 chips represent
1 byte of data, the effective data rate de-
creases by a factor of four. Even if inter-
ference causes the loss or corruption of
some of these chips, the receiving radio
can still recognize enough of the 32-chip
sequence to determine the original byte
of data. IEEE 802.15.4 transceivers that
operate in the 2.4-GHz band use DSSS
and have a fixed data rate of 250 kbps.
Cypress’ CyFi transceiver has a maxi-
mum data rate of 1 Mbps, but it also has
DSSS data rates of 250 and 125 kbps.

DSSS proves effective in environ-
ments with random noise or short bursts
of interference that cause a few chip
errors. If a system does not use DSSS in
this type of environment, packets may
never get through because interference
will continually corrupt random bits.

1 0 0 1 1 0 1 0

1 0 0 1 1 0 1 0

1 1 0 0 1 0 0 1 1 0 1 0 1 0 0 1

ORIGINAL DATA

1 1 1 0 0 0 0 0 1 0 1 1 1 0 1 1

ENCODED INTO 32 CHIPS

CHIP ERRORS

ORIGINAL DATA
RECOVERED

Figure 1 A DSSS transmitter encodes a byte of data into a 32-chip sequence. Because
32 chips represent a byte of data, the effective data rate drops by a factor of four. Even
if interference causes the loss or corruption of some of these chips, the receiving radio
can still recognize enough of the 32-chip sequence to determine the original byte of
data.
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AT A  G LAN CE
Engineers often implement fre-

quency agility to enhance reliability.

In the embedded-wireless-sys-
tem world, people associate lower
data rates with greater robustness.

The biggest misconception con-
cerning power consumption is that
low current means low power.

With dynamic-data-rate technol-
ogy, a wireless system can choose
a rate that minimizes power in any
environment.

The output-power level of a
system can dynamically change to
allow for optimal power efficiency.
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DSSS is not always the most robust
technique for every type of environ-
ment. Because DSSS lowers the data
rate, the radio is on the air for longer
periods, which increases the chances of
collision with other networks. For ex-
ample, if a system operates in the same
channel space as a Wi-Fi router that is
streaming video files, a collision could
occur, causing the Wi-Fi packets to cor-
rupt the system’s packet. With Wi-Fi,
it is often more effective to transmit as
quickly as possible and find short time
slots to fit between Wi-Fi packets.

Because different data rates are more
robust than others depending on the
type of interference, a reliable system
can use dynamic-data-rate techniques
to adapt in real time to its current en-
vironment. Both the transceiver and
the protocol stack must work together
to monitor the environment and con-
tinually choose the data rate that opti-
mizes reliability. To achieve this coop-
eration between transceiver and proto-
col stack, the transceiver must support
both a fast, nonencoded data rate and a
slower, encoded data rate. Also, the re-
ceiving radio must determine which data
rate the transmitting radio is using be-
cause the data rate is unpredictable. To
alert the receiving radio to the data rate,
the transmitting radio can incorporate
data-rate information in the beginning of
the packet overhead so that the radio can
switch to the appropriate receiving mode
for the payload portion of the packet.

You then need to pair a transceiver
with these properties with a protocol
stack that intelligently decides which
data rate to use. This portion of the pro-
tocol stack is complex and is responsi-
ble for applying algorithms that always
track the performance of both data rates
to calculate which is better. Such inte-
grated intelligence enables the system
to achieve optimum reliability. This
dynamic-data-rate technique can add
an extra layer of defense against inter-
ference to other methods, such as fre-
quency agility. In a sense, the dynamic-
data-rate technique helps prevent fail-
ure, whereas frequency agility helps re-
cover from it.

While the data rate is switching, the
output-power level can also dynamically
change to further improve the reliability
of the wireless link. For example, if a sys-

tem detects an increase in packet-error
rate, you can increase the output power
to overcome the interference. Higher
output-power levels consume more cur-
rent. Thus, a practical method of imple-
menting dynamic output power, rather
than immediately using the maximum
output-power level, would be to slowly
increase the output power until the
packet-error rate decreases.

POWER EFFICIENCY
Embedded-system engineers building

battery-powered wireless devices are pri-
marily interested in transceivers’ cur-

rent-consumption specifications. For
example, they might have to choose be-
tween one transceiver, which consumes
10 mA of current during transmitting/
receiving mode and 0.5 �A during sleep
mode, and another, which consumes
twice that amount: 20 mA and 1 �A,
respectively. You might expect the engi-
neers to choose the transceiver with half
the power consumption, but there is an-

other way to look at it.
Assume that, for an application, one

transceiver sleeps 90% of the time; its
average current would then be about 1
mA: 10 mA�10%�0.5 �A�90%. Al-
so, assume that the other transceiver uses
DSSS, so it spends less time retransmit-
ting than the first transceiver does be-
cause of greater interference immunity.
If the second transceiver sleeps 5% more
than the first for the same application
due to the benefits of DSSS, the second
transceiver’s average current would also
be approximately 1 mA: 20 mA�5%�1
�A�95%. Which transceiver would
you choose? If you choose the first trans-
ceiver, you will probably regret it when
you later discover that the transceiver is
spending all of its time retransmitting
because of continual packet loss.

The biggest misconception concern-
ing power consumption is that low cur-
rent means low power. In reality, power
consumption depends on how well you
manage the transceiver and not just on
current-draw specs. Most low-power RF
transceivers consume roughly 10,000
to 20,000A more current in transmit-
ting/receiving mode than in sleep mode.
Thus, the protocol stack should try to
keep the transceiver in sleep mode as
much as possible.

OPTIMIZING EFFICIENCY
You can apply dynamic-data-rate

techniques to maximize the percentage
of time that a radio is in sleep mode, con-

POWER CONSUMP-
TION DEPENDS ON
HOW WELL YOU MAN-
AGE THE TRANSCEIVER
AND NOT JUST ON
CURRENT-DRAW SPECS.

MINIMUM
ON-AIR TIME

EXCESSIVE
RETRANSMISSIONS

FEWER
RETRANSMISSIONS

EXCESSIVE
ON-AIR TIME

QUIET TYPICAL

WITHOUT
DSSS

WITH
DSSS

DATA
RATE

INTERFERENCE LEVEL

EFFICIENT

INEFFICIENT

Figure 2 You need to consider environmental factors, such as interference level, when
deciding on an optimum data rate and whether to employ DSSS techniques. For exam-
ple, if a system is operating in a quiet channel at a slower data rate with DSSS, then it
is spending excessive time on the air. Conversely, a system operating at a higher data
rate without DSSS would be more susceptible to packet failures, which would result in
excessive retransmissions.
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sequently optimizing a system’s power
efficiency. Consider the case in which a
wireless network is operating in a quiet
channel. If the system is using a slow-
er data rate with DSSS—for example,
250 kbps—then the system is spending
excessive time on the air because the
DSSS encoding is not necessary in a
quiet environment (Figure 2). A higher
data rate without DSSS—for example,
1 Mbps—would minimize the system’s
on-air time by transmitting as quickly
as possible, resulting in more sleep time.
Thus, in a channel with little or no in-
terference, a higher data rate without
encoding is a better choice for minimiz-
ing power consumption.

In the case of a wireless network op-
erating in a typical 2.4-GHz environ-
ment that is congested with interfer-
ence, however, a higher data rate with-
out DSSS would be more susceptible to
packet failures, which would result in
more retransmissions. If the system must
continually retransmit due to packet
failures, then it must spend more time
in its power-hungry transmitting mode.
If the system uses a lower data rate with
DSSS, then the system can tolerate in-
terference and avoid retransmissions, al-
lowing the system to spend more time in
its ultra-low-power sleep mode.

Most low-power RF technologies
have a fixed data rate either with or
without encoding. Therefore, they must
operate inefficiently when the interfer-
ence level does not favor the data rate.
With dynamic-data-rate techniques, a
wireless system can choose the data rate
that minimizes power in any environ-
ment and always operates efficiently. If
the system detects that the channel is
quiet, then it will switch to the faster
data rate. If the system detects that the
channel is noisy, then it will choose the
slower, more robust data rate.

The output-power level of a system

can also dynamically change to allow for
optimal power efficiency. Increasing the
output power of a system can help over-
come interference to reduce retrans-
missions. However, more output power
means more current consumption. An
ideal system would have a protocol stack
that could calculate how much power
it saves from fewer retransmissions by
boosting the output power, and it would
compare this power savings against how
much power the boosting consumes.
Another power-saving scheme is to de-
crease the output power to the lowest
level that is still sufficient for the system
to retain the same percentage of packet
errors. You can accomplish this task by
slowly decreasing the output-power level
until the packet-error rate increases.

As the number of embedded wireless
applications continues to grow and as
more wireless devices find their way into
applications, it becomes critical for the
underlying technology to accommodate
the increasing RF congestion and per-
form reliably. The technology should al-
so seek to minimize power consumption
so that battery life is suitable for most
embedded-system applications. Dynam-
ic-data-rate and dynamic-output-pow-
er techniques are basic yet effective for
optimizing the reliability and power effi-
ciency of wireless embedded systems.EDN
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AS CONFIGURABLE AND PROGRAMMABLE ANALOG CHIPS
GROW MORE POPULAR, THEY ARE RAISING SERIOUS QUESTIONS
ABOUT THE TRADITIONAL WAY TO DO BOARD-LEVEL DESIGN.

BY RON WILSON • EXECUTIVE EDITOR

If this is programmable analog’s day in the sun, though, a big question is on the
table: What design method should you use with these chips? Does the tradition-
al, intuition-based analog flow—depending as it does mainly on breadboarding
for verification—make sense? Or will users find flows such as those that designers
use for FPGAs—system-level languages on the front end and simulation for veri-
fication—more appropriate? The answer is both complex and instructive.

A VARIETY OF ARCHITECTURES
One reason for this complexity is the huge range of architectures living under

the collective description of “programmable analog.” At one extreme are func-
tion-specific chips that have an important degree of user configurability but with-
out changing their basic function. At the other extreme, some chips are the analog

C
onfigurable analog ICs have been avail-
able in various forms for years, seemingly
making less of an impression on the market
than their digital cousins, FPGAs (field-
programmable gate arrays). The current
economic situation suddenly makes the
concept of programmable analog standard
products more attractive, however. The
need to stay on the leading edge of design

practice in a product area but without a lot of design cost and
without the end-user demand that could justify taking any one
design into production fits perfectly with the benefits of these
devices. Their day may finally be at hand.

PROGRAMMABLE CHIPS

PIECING
TOGETHER
AN ANALOG
SOLUTION
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cognates of
FPGAs: large ar-

rays of small, undedi-
cated analog functional blocks.

The two extremes differ structurally
and functionally, and it makes sense that
they would have different requirements.

Consider two examples. At one end
is Lattice Semiconductor’s family of pro-
grammable power controllers (Figure 1).
These multifunction chips control both
the sequencing and the trimming of the
several power supplies on a modern PCB
(printed-circuit board). For the most
part, they are simple PLDs (program-
mable-logic devices) that Lattice based
on its programmable-logic technology.
The chips also include precision ADCs,
programmable threshold monitors, and
DACs to sense output-supply voltages
and provide fine-trimming voltages to
the supplies’ feedback loops.

At the other extreme, consider the
FPAAs (field-programmable analog ar-

rays) from Anadigm. These devices
are in essence uncommitted arrays of
the components necessary for assem-
bling switched-capacitor analog-signal-
process ing circuits. The purpose of pro-
gramming in the FPAAs is not merely
to set circuit parameters, but also to cre-

ate the circuit topology. Even
the term “programmability” has
two meanings in these products.
The methods that designers use
to deal with them will certainly
also differ.

DIFFERING METAPHORS
Chip developers tend to con-

ceal the structure of program-
mable chips from their users and
substitute in its place a meta-

phor for visualizing the architecture.
They hope that this visualization will
be both more familiar to users and more
relevant to the problem at hand. Meta-
phors vary with the structure of the un-
derlying silicon and with the vendor’s
view of the customer and the customer’s
problem. For instance, in the early days
of digital PLDs, vendors represented the
innards of a PLD as sets of NAND gates
driving the inputs of big NOR gates,
following the then-standard way of ex-
pressing logic functions as minterms.

When FPGAs arrived, their vendors
initially described them as large arrays of
logic cells, with each cell containing a
few gates and a flip-flop. Both of these
metaphors closely resemble the actual
circuitry of the chip. FPGAs have now
become so large that the metaphors
have become more abstract. Today, the
typical way to think of an FPGA is as
a blank slate onto which one writes
RTL (register-transfer-level) logic, with
conveniently scattered clusters of bulk
memory, DSP (digital-signal-processing)
blocks, and high-speed I/O cells. No one
any longer attempts to make the meta-
phor reflect the circuitry.

You can see a similar distinction in
the metaphors vendors choose for their
programmable analog devices. Lattice,
for example, describes its power-control-
ler ICs in terms close to the actual com-
ponents on the die: digital and analog
inputs, limit comparators, an ADC, a
programmable-logic array, and a bank of
DACs. In contrast, Anadigm does not
discuss its chips to most users in terms of
capacitors, configurable amplifiers, lad-
der networks, or programmable analog
switches. The company instead describes
analog functional blocks—op amps, fil-
ters, and so forth. According to Simon
Dickinson, Anadigm’s chief operating
officer, when the device will become a
component of a larger design, the com-
pany will sometimes encourage the user
to think of the chip as a fixed-function
or multifunction black box without ref-
erence to its contents.

In general, the more specific the func-
tion of the programmable analog chip,
the more literal the metaphor is likely
to be. If a programmable architecture is
highly adaptable, however, the vendor
can take one of two approaches: a meta-
phor as application-independent as the
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SIX DIGITAL-
INPUT

MONITORS
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INTERFACE
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 TRIMMING

CONTROLLERS
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Figure 1 Lattice’s 1220AT8 provides programmable supervision for a set of power sup-
plies on a board.

AT A  G LAN CE
The economy is stimulating

interest in programmable analog
components.

No one design flow exists for
using programmable analog chips
in a system.

The design flow depends on
the metaphor the vendor offers for
understanding the chip.

In the future, these design flows
may be mixed-signal versions of
today’s FPGA (field-programmable-
gate-array) flows.
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underlying architecture, such as Verilog-
A or Spice netlists, or a metaphor that
conceals the programmable architecture,
representing it as merely a parameterized
fixed-function chip. The importance
of the metaphor is that it—rather than
the underlying silicon architecture—de-

termines the design method users will
adopt. Case studies illustrate this point.

SOME SAMPLE METHODS
“People are still using discrete chips

for controlling reset signals, watchdog
timing, and the like,” says Shyam Chan-

dra, Lattice’s marketing manager, refer-
ring to power-controller ICs. “I count-
ed … 400 chips just for reset generation
[in On Semiconductor’s line], and there
must be 100 hot-swap-controller ICs
on the market.” So Lattice chose a pro-
gramming metaphor that resembles the
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Figure 2 The Cypress pSOC combines a microcontroller with a programmable array of both analog and digital blocks.
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way design-
ers would use

a handful of smaller,
fixed-function chips.

To develop design specifications,
Lattice-product users comb through the
data sheets for the processors, memo-
ries, FPGAs, and other devices on their
boards and determine the necessary
power-up sequence for each chip. Com-
piling these sequences generates the
complete state diagram for the control-
ler’s logic. But it is a manual task, Chan-
dra warns. “About 75% of the time, the
first pass isn’t correct,” he says. “Peo-
ple make mistakes, and there are often
gray areas in the data-sheet specifica-
tions, as well.” Hence, Lattice has pro-
vided a simple programming-language
and waveform-simulation tool so that
users can code the sequence and
watch it in action without de-
stroying anything. When the
sequence is right, the tool con-
figures the state engine in the
Lattice chip so that it can drive
the reset signals and MOSFET
gates that sequence power on the
board. Similarly, Lattice provides
a tool to assist in setting up the
trimming and margin-sensing
circuits of the chip. Using a li-
brary of known dc/dc-converter
parts, the software takes in the
user’s margining and voltage re-
quirements and sets up the on-
chip comparators and DACs and
the necessary resistor values to
both monitor the converter out-
puts and drive the trim inputs.

The notion of a standard-product met-
aphor goes beyond the world of power
control. In a different market, Actel of-
fers configurable-AFE (analog-front-end)
blocks on the Fusion family of FPGAs.
The company is similarly supportive of
configuring its programmable analog
sections but similarly skeptical about us-
ers’ interest in board-level simulation. “I
would say less than half of our custom-
ers do any kind of full-board simulation,”
says Mark Nagel, a field-application en-
gineer at the company. “At the chip lev-
el, we do provide a tool that can gener-
ate waveforms for analog stimulus, which
you can then feed through an ADC mod-
ule to provide digital output for use in a
[Mentor Graphics’] ModelSim simula-

tion of the FPGA logic. But our AFE to-
pology is pretty fixed. For the most part,
… our users tend to think through their
needs for resolution, sample rate, and so
on ahead of time; configure the AFE; and
try it. You can query the analog nodes in
the AFE with the part on the board, and
you can look at the digital outputs using
a Synplicity embedded logic analyzer in
the FPGA portion of the chip.” So users
typically don’t explore the AFE with
simulation tools; they simulate just the
digital logic.

Another view comes from Cypress
Semiconductor, whose pSOCs (program-
mable systems on chips) offer a relatively
rich configurable array of analog compo-
nents that couple tightly with an array
of digital building blocks and a micro-
controller core (Figure 2). The general-
purpose nature of Cypress’ silicon archi-

tecture could justify a high-level-lan-
guage metaphor and a synthesis-simula-
tion design flow. The company has cho-
sen a different direction, however. “Our
metaphor is a parts catalog, not a pro-
grammable analog array,” explains Jason
Baumbach, a field-application engineer
at the company. “Presenting the users
with thousands of configuration registers
is not helping them. Instead, we offer
a catalog of ‘user modules,’” configured
portions of the analog array on the chip.
They appear to the user as off-the-shelf
analog components, however. Users
draw up schematics of the analog por-
tion of their designs employing the us-
er modules, and then they generally go
directly from the schematic to a bread-

VIA-CONFIGURABLE
ANALOG

VIA-CONFIGURABLE
DIGITAL

OP AMPS, RESISTORS,
CAPACITORS, SWITCHES,
ADCs, DACs, BANDGAP,

PLL, REGULATORS

ARM
CORTEX M0RAM FLASH

Figure 3 Triad’s Mocha offers via-programmed,
rather than field-programmable, technology in the
programmable analog domain.
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board using a Cypress pSOC develop-
ment board. “We don’t see most people
using Spice or even [The MathWorks’]
Matlab,” Baumbach says. “For the most
part, the things they are trying to do in
the analog circuitry are pretty simple.”

OTHER VIEWS
For the most part, these companies

make no attempt to provide a board-level
simulation tool that would show how
their chips work with the other circuits
on the board or even a detailed simula-
tion of how the analog and digital por-
tions of the chip work with each other.
The users’ experience and the informa-
tion users extract from data sheets serve
this purpose. “In the power-manage-
ment world, simulation means reading
the schematic and thinking about it,”
observes Lattice’s Chandra. But Cypress
sees evolution taking the company in
another direction. The analog sections
of the pSOC chips continue to become
more substantial. And customers are in-
creasingly exploiting the fact that the
integral microcontroller can reconfig-
ure the analog array on the fly. This ca-
pability is useful, but it undermines the
parts-catalog metaphor. “The devices
keep getting more powerful,” says Mark
Saunders, a product-marketing manager
at the company. “So we need to keep
pushing on our abstractions.”

In contrast, austriamicrosystems AG is
experimenting with a broader approach
to simulation for relatively simple chips.
“We see two kinds of engineers,” explains
Bruce Ulrich, director of marketing for
linear and wireless products at the com-
pany. “There are purists who just have
a cultural issue with simulation. They
see it as somehow sleazy. But there are
also designers using off-the-shelf dc/dc
converters who don’t think of them-
selves as experts and find it useful to
have a tool that helps them experiment
with switching frequencies and loads to
see what’s going to happen.”

Toward this end, the company has
linked to its home page a version of
Transim Technology’s WebSim linear-

simulation engine. The page has mod-
els of austriamicrosystems’ power ICs, a
netlist-capture tool, the simulation en-
gine, and a tool for generating bills of
materials. Users can breadboard a power
subsystem on the site, explore parame-
ters and performance, and get a parts list.
“This is not Spice-accurate; it’s a linear
approximation,” Ulrich emphasizes.
“But it’s close enough to give you an idea
of how the circuit will behave and warn
you when you are about to have switch-
ing issues, noise problems, or instabil-
ity.” The company recently added the
capability to its site but is considering
an extension of the model libraries so
that users can explore other parts from
the company’s product lines.

Triad Semiconductor is in a different
situation. Like Cypress, the company
makes chips that combine a program-
mable analog array with a microcon-
troller (Figure 3). In this case, however,
the programmability is in the form of fac-
tory-programmed vias rather than field-
programmable flash cells. Most of the
time, according to Reid Wender, Triad’s
vice president of marketing and techni-
cal sales, the company’s users start out
not in simulations but by breadboarding
their designs with discrete, off-the-shelf
analog components for the analog-sig-
nal paths and an FPGA for the digital
logic and ARM Cortex M0 core. “Most
of these designers have preferred off-
the-shelf components, and they ask our
ASIC to match those specifications,”
Wender says.

The customer shares this breadboard
with Triad, which uses the board’s be-
havior to define the transfer functions
for the analog-signal paths in the ASIC.
The Triad team then uses a chip-level
simulation tool to configure the analog
array to match the transfer functions on
the customer’s breadboard. Triad shares
its simulation results with the customer,

THESE COMPANIES MAKE NO ATTEMPT
TO PROVIDE A BOARD-LEVEL SIMULATION TOOL
THAT WOULD SHOW HOW THEIR CHIPS WORK
WITH THE OTHER CIRCUITS ON THE BOARD.
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settles on
a via mask, and

configures banked
wafers for a total turnaround

time of about four weeks. The cus-
tomer can then drop the Triad silicon

into its breadboard and proceed with
verification. The hard part of this flow,
according to Wender, is understanding
the integration of analog-signal-process-
ing paths with software running on the
Cortex. “We have been working with
Keil to simulate mixed-signal peripher-
als. But, eventually, we are going to need
a full analog/mixed-signal simulator on
the desktop—something that can pull
together Verilog, Spice, and software
simulations on the desktop for a low
price,” he says. “We are still searching.”

THE FUTURE
A view of the future comes from a

continuing research project at the Geor-
gia Institute of Technology, where Paul
Hasler, a professor of electrical engineer-
ing and computer science, has for a de-
cade been working on FPAAs. The cur-
rent project involves constructing large
arrays with approximately 1000 analog
components and thousands of switch-
level devices organized into 100 com-
putational analog blocks. “These chips
are maybe 10 times the capacity of ex-
isting commercial programmable analog
arrays,” Hasler says. “In analog-signal-
processing performance, we can put the
equivalent of 1 teraMAC [trillion mul-
tiply/accumulate instructions] of signal
processing into one chip for a few hun-
dred milliwatts.” Hasler and his team
have created a full design flow employ-
ing the metaphor of analog-signal pro-
cessing rather than the details of the
chip design. “One of our big chips has
about 100,000 programmable param-
eters,” Hasler says. “You can’t deal with
that level of complexity manually, so we
approach programming with a block-lev-
el signal-processing metaphor.”

Even so, the sheer complexity of
the FPAAs demands an ASIC-like de-
sign flow. Attempting to troubleshoot a
1000-component analog design on the
breadboard would be hopeless. So the
FPAA flow employs two levels of simu-
lation. The flow starts with [The Math-
Works’] Simulink and a library of com-
putational elements for which Hasler’s

team has created Spice netlists. The user
can perform system simulations in Simu-
link and then by substitution create a
Spice netlist, which then goes to a chip
compiler that produces the equivalent
of an FPGA-programming file. “We can
compile most valid Spice netlists, but
not all of them will produce efficient de-
signs,” says Hasler. “At the Spice level,
a user must learn to work with the tools
to make best use of the silicon. At the
Simulink level, that work is mostly done
in the library.” The team is now develop-
ing tools that can extract a Spice netlist
with accurate parasitics from the switch-
level programming file and perform, in
effect, a layout-versus-source compari-
son. “Taking back-annotation all the
way back to the Simulink level will be a
little trickier,” Hasler adds.

Such flows may be the future, even
for far-simpler components, says John
Pierce, director of mixed-signal-simula-
tion marketing at Cadence. “The tradi-
tional approach just isn’t making it any
more, even for fixed-function devices.
You have to look at what will happen
when you integrate your programmable
component into the system—not just at
how to program it.”

There are problems still to solve, Pierce
adds. Intuitively, the right place to start
a board-level simulation is with Matlab
or a similar tool. Getting from a trans-
fer-function view to a switch matrix is
nontrivial, however. Issues arise even at
the circuit-simulation level. “Verilog-A
or SystemVerilog [and similar languages]
don’t want you to change configuration-
register settings during a run,” he says. If
you try to model the configuration reg-
isters and analog switches as part of the
device netlist, however, the simulation
can just explode, especially if you are us-
ing switched-capacitor techniques. “The
techniques for simulating programmable
analog in a systems environment exist,”
Pierce says. “The challenge is bringing
them into our Verilog-AMS [analog/
mixed-signal] world.”EDN
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 A
SIC design teams face a growing problem.
ASIC power-consumption estimates that take
place before the design phase lack both scope
and credibility. These shortcomings affect pro-
cess, design, and IP (intellectual-property) se-
lection. As the design complexity increases and

power-consumption requirements tighten, this problem be-
comes more pervasive, often causing design rework, schedule
slippage, higher NRE (nonrecurring-engineering) costs, and
other challenges.

To address these issues, engineers should use a structured ap-
proach and a set of heuristic power-estimation rules for mak-
ing effective predesign ASIC power estimates. Given that IC
design flows and design requirements differ greatly, you may
need engineering judgment and creativity to extend this ap-
proach across a range of design situations. In any event, these
concepts should provide a good starting point. Companies that
outsource portions of their ASIC design flows should engage
early with their ASIC design partners to improve the quality
of their predesign power estimates.

From an analytical viewpoint, generating power-consump-
tion estimates should be straightforward. However, predesign
power estimation is often given a low priority and may rely
on the wrong mix of people to support the effort. In gener-
al, the team responsible for process, IP, and design selection
should also own the predesign power estimates. This team
will need augmentation if it is too distant from the design-
implementation effort or if it has little hands-on power-esti-
mation experience. For example, a software-centric architect
plus a continually distracted manager will probably generate
inadequate predesign ASIC power estimates, causing subop-
timal process, design, and IP selection. That team needs de-
signers with hands-on experience, and it may also need to
include low-power-design experts from the ASIC design part-
ner. The structured approach lends itself to distributing tasks
and recombining results so that team members can share the
workload.

GETTING STARTED
Power estimation involves dynamic power and static,

or leakage, power. This article focuses on making approx-
imate estimates; thus, it ignores various second-order
effects, such as crossover current. To simplify the pow-
er-estimation process, perform the analyses of static
and dynamic power estimations separately. If possible,
prioritize the power-minimization requirements by de-
termining the relative importance of static versus dy-
namic power consumption. For example, assume that

an ASIC design targets a battery-powered application in
which it will be dynamically active 1% of the time and leaks
current the other 99% of the time. In this case, minimizing
the static power should take priority over minimizing the dy-
namic power.

IP selection and process selection are both critical but often
seem like recursive problems. That is, IP selection drives pro-
cess selection, and process selection drives IP selection. For-
tunately, most applications should align with a requirement
for low-power, general-purpose, or high-performance features.
The application usually determines the choice of libraries and
IP. The libraries and IP in turn help determine a target pro-
cess. For example, most libraries and IP for portable devices
should be available in low-power processes, and most libraries
and IP for high-bandwidth networking should be available in
high-performance processes. A check of library and IP avail-
ability will quickly help eliminate process choices and reduce
the scope of the power-estimation effort before you start your
design.

Once you have settled on a process node and type, you have
bounded your operating voltage (Table 1). Note that the core
voltage for low-power processes is 0.2V higher than the core
voltage for general-purpose processes. So a low-power process
has lower static power and higher dynamic power than the
corresponding general-purpose process. This situation pro-
vides strong motivation for determining the relative impor-
tance of dynamic versus static power for your design.

USE SPREADSHEETS
Engineers prefer to use spreadsheets for early-phase power

estimation because they are easy to use, help organize data,
and support what-if design scenarios. Some companies may at-
tempt to apply more elaborate approaches from the EDA in-
dustry. EDA tools generally provide their most effective results
when you use them on well-defined designs. Before design
start, the process, libraries, IP, and so forth remain undefined,
which makes it difficult to estimate power with EDA tools.
Using spreadsheets to estimate power consumption represents
a rare design-community preference for software from Micro-

BY BOB EISENSTADT  •  ALCHIP TECHNOLOGIES

Making ASIC power
estimates before the design
A STRUCTURED APPROACH CAN GIVE YOU MEANINGFUL POWER ESTIMATES
WHEN THERE’S STILL TIME TO INFLUENCE PROCESS AND ARCHITECTURE DECISIONS.

TABLE 1 NOMINAL ASIC-PROCESS CORE VOLTAGES

Process (nm)
Low-power
process (V)

General-purpose
process (V)

90 1.2 1

65 1.2 1

40 1.1 0.9
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soft (www.microsoft.com), for example,
rather than from the EDA industry.

MEMORY POWER ESTIMATION
Memory provides an excellent starting

point for making initial power estimates.
Complex designs may contain hundreds
of types of memory, and the total mem-
ory power is often a substantial—if not
the dominant—power component. You
need neither a mature netlist nor powerful
EDA tools to estimate memory power and
study memory-power trade-offs. You need
only the supplier’s memory specifications
or access to memory compilers to generate the memory spec-
ifications. Start with a sample of memory configurations for
quick estimates and comparisons. Focus on memory configura-
tions that consume the most power: those with high instance
counts, that run at high frequencies, and that have large bit
widths. As the design architecture matures, gradually include
memories in the memory power estimates until you’ve cov-
ered all the memories in the design.

Contemporary memory compilers have various compilation
options. Try the initial compilation runs without using power-
saving features to obtain baseline data for supplier-to-supplier
comparisons. You can then go back and explore power-saving
features to help optimize the target implementations as the
design matures. Track each memory type’s width, depth, and
power consumption. Also track the memory compiler’s col-
umn-multiplexer option, which affects memory aspect ratios,
performance, and power consumption. Use of inconsistent
column-multiplexing options would invalidate data from
comparative memory-compilation runs.

Vendor memory-power specifications can vary greatly, so
designers need to work through the specifications to under-
stand the conditions and make valid comparisons across mem-
ory suppliers. Memory specifications should break out dynam-
ic power consumption employing read and write activity rates.
However, the specification’s footnotes may bury activity-rate
information. If the activity rates remain unknown, ask the
memory vendor about them. Also note that memory output
ports usually drive relatively small loads, so dynamic power

due to memory output loading should
be far lower than the memory’s net dy-
namic power consumption.

Data sheets don’t provide exhaustive
information that covers all cases of in-
terest, so use scaling to generate design-
specific data. When possible, you should
also verify memory-power scaling against
the actual memory-specification data to
help validate the scaled results.

SCALING RULES
If you ignore second-order effects,

you can assume that switching capaci-
tance is constant across process and temperature. Thus, you
can also assume that dynamic memory power—related to
switching capacitance—is constant over process and temper-
ature for rough power-estimation purposes. For example, if a
high-threshold-voltage transistor-based memory is too slow,
you could use a similar compiler to generate a similar memory
based on faster, higher-leakage, low-threshold-voltage tran-
sistors. The high- and low-threshold-voltage versions of the
memory should have equivalent layouts and dynamic power,
but their leakage power differs greatly.

Memory dynamic power should scale as a function of volt-
age squared: P�CV2f, where P is the power dissipated, C is
the effective power-dissipation capacitance, V is the operat-
ing voltage, and f is the effective transition frequency. Be-
cause switching capacitance is fairly constant over process
and temperature, for estimation purposes dynamic power be-
comes a function of just the voltage squared and the transi-
tion frequency. Fortunately, these variables are independent
of each other, so you can focus on them separately. For ex-
ample, if the memory vendor has provided best-case dynamic
power at 1.32V, reflecting a 10% supply variation, but the de-
sign operates at or below 1.26V, reflecting a 5% supply varia-
tion, the dynamic-power-consumption scaling factor would be
(1.26)2/(1.32)2�0.91.

To verify that the memory vendor’s dynamic power scales
as the square of the supply voltage, check the memory ven-
dor’s dynamic-power-spec data at typical and best-case condi-
tions—say, 1.2 and 1.32V, respectively. Then, calculate the ra-

TABLE 2 SIMPLIFIED MEMORY-POWER SPREADSHEET

Memory
Word
count

Bit
width

Memory-
instance

count
Column

multiplexer

Read
activity

(%)

Write
activity

(%)

Fre-
quency

(Hz)

Per-
memory
dynamic
power
(mW)

Per-
memory

static
power
(mW)

Dynamic
power
(mW)

Static
power
(mW)

One read/one write,
high threshold voltage

7744 12 15 Eight 0.25 0.25 80 0.775 0.0034 11.64 0.051

One read/one write,
low threshold voltage

4384 72 Two Eight 0.25 0.25 270 9 0.025 18 0.050

One read/one write,
high threshold voltage

5760 64 One Eight 0.25 0.25 135 4.25 0.009 4.25 0.009

One read/one write,
high threshold voltage

14,528 12 Two 16 0.25 0.25 80 0.925 0.005 1.85 0.010

Total 35.74 0.12

IF A HIGH-THRESHOLD-
VOLTAGE TRANSIS-
TOR-BASED MEMORY
IS TOO SLOW, YOU
COULD USE A SIMILAR
COMPILER TO
GENERATE A
SIMILAR MEMORY.
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tio of typical dynamic power to best-case
dynamic power to see whether it yields
(1.20)2/(1.32)2, or 0.826.

Memory dynamic power should scale
linearly with frequency and activity rates:
P�CV2fA, where A is the activity rate,
which can range from 0 to 100%. Many
memory specifications provide simple
power activity constants that you should
multiply by frequency and activity rates.
So you should include these power activ-
ity constants and memory frequencies in the memory-power
spreadsheet to help automate the calculations. For example,
assume that memory-vendor specs provide dynamic-power
consumption at fixed activity rates, such as 20%, and the de-
sign runs at a maximum activity rate of 10%. You should scale
down the 20% activity rate to derive power consumption with
a 10% activity rate, using a scaling factor of 10%/20%, or 0.5.

Memory-read and memory-write activity rates should use
different power activity factors. However, if read and write
activity rates remain consistent, you can combine and scale
them together. For example, assume a memory’s read and write
activity rates are both 15%, and you need to calculate what
would happen with a 25% activity rate. You could combine
these 15% read and write activity-rate results and scale them
with the factor of 25%/15%, or 1.67. If the read and write ac-
tivity rates differ, with a read activity rate of 25% and a write
activity rate of 5%, for example, then don’t combine the dy-
namic read and write power-consumption calculations. In-
stead, calculate the read-activity power separately from the
write-activity power and then combine them.

Memory static power should remain fairly constant across ac-
tivity rate and frequency. Thus, static-memory-power calcula-
tions should be independent of dynamic-memory-power cal-
culations, and static-power calculations should use separate
spreadsheet columns. Memory static power instead varies over
process, voltage, and temperature. The highest leakage occurs
with the best-case process and highest voltage corner at the
highest temperature. These conditions differ from best-case
timing conditions, which use the best-case process and voltage
corner at the lowest temperature. It follows that you must care-
fully read the vendor’s memory specs to ensure that the leakage
data the vendor used in the power estimates reflects the high-
est leakage-power conditions, not the best-case timing.

Memory static power varies exponentially with temperature,
so it doubles approximately every 15�C for 90-nm and larger
processes. For newer, smaller processes, leakage tends to be less
sensitive to temperature. You can study the effects of temperaure
on leakage by checking the memory-spec leakage data at, say,
25 and 85�C and calculating the temperature change for leak-
age to double. For example, 85�25�60�C and 4�15�60�C,
so leakage should increase by approximately 24, or 16 times,
from 25 to 85�C. As another example, if the leakage specifica-
tions are at, say, 85�C but the design’s maximum junction tem-
perature is 100�C, the leakage-power estimate should be double
the leakage power the vendor specifies at 85�C.

Table 2 shows a simplified memory-power spreadsheet. A
more complete spreadsheet should include memory area, bit-
count totals, read and write dynamic power per megahertz,

and other variables. Also note that the
memory in the second row with low
threshold voltage has a much higher
performance requirement than the oth-
er memories. To support higher perfor-
mance, implement this memory with
higher-leakage, low-threshold-voltage
transistors; this instance accounts for
40% of the total static, or leakage, pow-
er. Efforts to minimize memory power
should focus on memory configurations

consuming the most power, and your spreadsheet should
make those configurations evident.

IP AND STANDARD-CELL POWER ESTIMATION
IP power estimation is similar to but less complex than

memory power estimation. IP instance counts are usually
much lower than memory instance counts, and there are usu-
ally fewer specialty-IP choices with fewer power-saving fea-
tures, which simplifies power estimation. Other factors such
as IP design risk, cost, and area may outweigh IP power con-
sumption when you compare specialty IP from different sup-
pliers. You should base your initial IP power estimation on
the vendor’s specifications. Enter the IP-power data into the
power spreadsheets and separate the static- and dynamic-
power components.

Make initial standard-cell power estimates without power-
saving techniques, so you will have baseline data. Again, sep-
arate the static- and dynamic-power components. Pre design-
phase estimates are difficult to make because you don’t yet
know the standard cell’s instance count, multiple-threshold-
voltage mix, routing capacitances, and clock-tree capacitanc-
es. In short, you don’t know the capacitance in the CV2f equa-
tion to make dynamic power estimates.

To work around not knowing the capacitance, you can scale
the power results from a similar previous design, assuming that
power data that includes routing capacitance is available. If
you are targeting the same process node, scale for instance
count and for frequency. If targeting a smaller process node,
scale for instance count, frequency, voltage squared, and ca-
pacitance. Note that capacitance increases as spacing shrinks.
For example, if gate-area scaling is 50%, use 60 to 90% for ca-
pacitance scaling.

An alternative approach to making dynamic power esti-
mates involves scaling clock-tree power from a previous simi-
lar design. To do so, estimate the clock power per flip-flop that
the previous design consumed. For example, assume a repre-
sentative clock tree has 100,000 flip-flops and consumes 5
mW when including clock-tree routing capacitance. This sce-
nario yields an average estimated power consumption of 0.05
�W per flip-flop, including clock-tree routing capacitance.
Next, estimate clock-tree load counts in the new design. If
necessary, scale for load capacitance due to library and pro-
cess changes. To estimate flip-flop-load scaling factors, com-
pare the clock-pin input capacitances of representative flip-
flops in the previous design with similar flip-flops in the new
design. Next, scale for frequency and the load count and then
estimate the power per clock in the new design. Clock trees
consume approximately one-half of the standard-cell dynamic
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power in many ASICs, so double the clock-tree
power to estimate total standard-cell power.

Estimating standard-cell static power is also
problematic. One approach relies on scaling leak-
age-power results from a similar previous design,
assuming that such data is available. If targeting
the same process node and library, then scale the
instance count to make the leakage-power esti-
mate. You may also need to adjust for the relative
mix of multiple-threshold-voltage cells. If target-
ing the same process node but with a different library, scale for
instance count and for relative library leakage. You can base
library-leakage scaling on the relative leakage of a small repre-
sentative sample of standard cells. If targeting a different process
node, scale for both instance count and relative library leakage.

The second approach for standard-cell leakage-power esti-
mation relies on standard-cell library data. Select a represen-
tative sample of standard cells. You may need multiple samples
of standard cells to account for different libraries and multi-
ple-threshold-voltage-cell variations. Estimate the leakage
for each sample of standard cells. Next, estimate the total in-
stance count reflecting each sample of standard cells. Finally,
scale the standard-cell samples to represent corresponding es-
timated design-instance counts and calculate the total static-
power estimate.

For quick power estimates, start with a representative sam-
ple of key components. As the design matures, narrow your

process and IP choices and introduce more com-
ponent data. Start with baseline data without
power-saving features. Then, evaluate and work
in appropriate power-saving features as the design
progresses. To simplify the effort, try to separate
the analysis of static and dynamic power. Also, fo-
cus on memory, IP, and standard-cell power sepa-
rately. Recombine memory, IP, and standard-cell
power estimates when necessary. IC design proj-
ects differ greatly, so you will need flexibility and

engineering judgment to handle design-specific power-estima-
tion issues.EDN

AUTH OR’S  B I OG RAPHY
Bob Eisenstadt is currently principal engineer at Al-
chip Technologies (Santa Clara, CA), a rapid-
ly growing fabless-ASIC company. For the past 22
years, he has worked in a variety of ASIC design and
consulting positions in Silicon Valley. He has exten-
sive hands-on ASIC design experience in architec-

ture, RTL (register-transfer-level) design, logic verification, tim-
ing analysis, physical design, and physical verification. In 2003,
Eisenstadt co-founded Silicon Mosaic, where he developed and pat-
ented a generic power-gating product. He holds a bachelor’s degree
in electrical engineering from Cornell University (Ithaca, NY) and
master’s degrees in both electrical engineering and business adminis-
tration from Santa Clara University (Santa Clara, CA).

JULY 23, 2009  | EDN  39

ModFLEX™ gives you the
POWER & FREEDOM

to bring your wireless
product to market
YOUR WAY.

O P T I O N 1 :
Purchase certified

off the shelf modules.

O P T I O N 2 :
License certified design

files at anytime.

*LS Research offers royalty free license options.

Learn more at: www.lsr.com/products

T h e l e a d e r i n w i r e l e s s p r o d u c t d e v e l o p m e n t

Go to www.edn.
com/ms4324 and
click on Feedback
Loop to post a com-
ment on this article.

For more technical
articles, go to www.
edn.com/features.

+

+

edn090723ms4324_id.indd  39edn090723ms4324_id.indd  39 7/8/2009  4:42:05 PM7/8/2009  4:42:05 PM



Designers often use chargers
with flyback topologies to

quickly charge energy-storage capaci-
tors (references 1 and 2). In a flyback
topology, the energy transfer takes
place only when the charger’s power
MOSFET is off, which effectively iso-
lates the power switch from the load,
comprising high-energy storage-ca-
pacitor banks. Thus, the voltage levels
on the circuit transformer’s secondary
can vary from zero to a predetermined
value and corresponding energy level
without any significant stress on the
components on the primary side of the
transformer.

The classical flyback capacitor char-
ger operates in CCM (continuous-con-
duction mode). Flat-topped, short-du-
ration current pulses on the transform-
er’s secondary charge the storage ca-
pacitors (Reference 3). Unfortunately,
this charging strategy requires complex
control circuitry to limit both the sec-
ondary current and the capacitor volt-
age. Most circuits use a specialized
PWM (pulse-width-modulation)-con-
troller IC, which increases the overall
cost of the charger. Another disadvan-
tage of the CCM is the small portion
of energy that accumulates during the
on-time of MOSFET conduction:

where I2
POFFSET

 signifies the initial non-
zero primary current at the beginning

READERS SOLVE DESIGN PROBLEMS

EDITED BY MARTIN ROWE
AND FRAN GRANVILLE
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Quasiresonant flyback converter easily
charges energy-storage capacitors

Figure 1 A flyback capacitor charger uses BCM operation.
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of the on-time interval.
Only this limited portion of ener-

gy transfers from the primary to the
secondary sides and enters the stor-
age capacitor. Therefore, you can
considerably increase the amount of
energy transferable to the capacitive
load if the converter can operate in
BCM (boundary-conduction mode).
The secondary current becomes zero,
the power MOSFET turns on, and
the primary current builds from zero.
Thus, a bigger portion of energy ac-
cumulates during every consecutive
on-time interval:

With all other conditions equal,
BCM operation ensures faster accu-
mulation of a predetermined amount
of energy because of the bigger stored
portions of energy during the on-time
intervals. Many converter circuits
that operate using BCM incorporate
PWM controllers that implement
BCM operation for capacitor charg-
ing. These circuits often use Maxim
(www.maxim-ic.com) MAX8622 or
Linear Technology (www.linear.com)
LT3468 ICs. These ICs are special-
ized devices to accommodate BCM
operation.

You can, however, implement fly-
back BCM operation without these
specialized parts. Manufacturers imple-
ment BCM in the variable-frequency
versions of flyback converters, which
are quasiresonant, ZVS (zero-voltage-
switching) converters that commonly
find use in TV SMPS (switched-mode-
power supplies). For example, you can
use the STMicroelectronics (www.
st.com) quasiresonant-SMPS-control-
ler L6565 to build a flyback capacitor
charger working in BCM (Reference
4). Doing so eliminates the need for
using a specialized chip for capacitor
chargers.

Figure 1 shows the power stage of a
charger using the ST L6565. It achieves
the BCM using a second primary wind-
ing on T1 that feeds the transformer-
sensing input at the ZCD pin of the
L6565. The voltage of this winding
is a scaled-down replica of the drain-
to-source voltage of power MOSFET

Q1. When the circuit interrupts the
secondary current—indicating full de-
magnetization of T1—it detects the
minimum of the first valley of ringing,
and the L6565 turns on the MOSFET.
This action eliminates the idling and
zero-phase-time intervals, thus estab-
lishing BCM. The elimination of the
zero-phase-time intervals greatly re-

duces the charging time of the storage
capacitors.

At the beginning of the charging
sequence, the output voltage is low
because of the large capacitance val-
ues. The secondary current decreases
slowly. The reflected voltage on the pri-
mary side is too low to trigger the ZCD
pin of the L6565. Thus, the L6565’s

Figure 2 When the secondary current reaches 0A, the MOSFET turns on, and
the primary current increases from 0A.

Figure 3 The output-capacitor voltage reaches its full level in about 3 seconds.
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The circuit in Figure 1 lets you
indicate which game player

presses a button first. Each button has
a corresponding LED that indicates
the pressing of the button. All other
LEDs remain locked out until some-
one presses a reset button. When a
player presses a pushbutton, the corre-
sponding optoisolator turns on, which
illuminates the appropriate indicator

LED. The LED remains on after the
player releases the pushbutton. The
voltage at Point A pulls down to near-
ly 3.7V, which you determine by add-
ing the forward voltage of the optoiso-
lator’s internal LED, the phototrans-
istor’s voltage, and the LED’s voltage:
1.3�0.6�1.8V�3.7V. The green LED
then turns off.

Beginning at time T1 (Figure 2),

no other player can change the situa-
tion by pressing a pushbutton because
switching on any other optoisola-
tor requires a voltage exceeding 3.9V.
Resistor R1 depends on VPS such that
R1�(VPS�VD1)/IOPTOLED, where VPS is
the power-supply voltage, VD1 is the
voltage of diode D1, and IOPTOLED is the
current of the optoisolator LED. Thus,
for a 9V power supply, R1 has a value of
1.5 k�. When a player presses the reset
button, the player LEDs turn off, and
the green LED illuminates. The volt-
age at Point A returns to 9.2V (time
T2 in Figure 2).

designideas

initial starting timer sets the switch-
ing frequency to 2.5 kHz at the start
of charging. The output voltage across
the storage capacitors increases to a
point at which the switching frequen-
cy becomes variable because of the de-
magnetization of the transformer core.
Figure 2 shows that, as soon as the sec-
ondary current (Channel 2) becomes
0A, the power MOSFET turns on, and
the drain-to-source voltage decreases
(Channel 1). At that time, the pri-
mary current again increases (Channel
4). At the output voltage close to full
charge, the switching frequency is ap-
proximately 100 kHz. Figure 3 shows
the total voltage of 750V across C1, C2,
C4, and C5 within a 3-second charging
time.

The waveforms in figures 2 and

3 are evaluation measurements of
a prototype capacitive charger us-
ing the L6565 and power MOSFET
STP4N150. A low-power PFC (pow-
er-factor-correction) stage, using tran-
sition-mode-PFC controller L6562,
delivers the input-bus voltage of
380V dc. This configuration ensures
not only the dc-voltage bus for the
power stage of the charger, but also a
high power factor during the charging
phase.EDN
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The circuit in Figure 1 pro-
vides an isolated control volt-

age, such as 0 to 10V. In the low part
of the range, 0V to approximately 2V,
the controlled device is off. There-
fore, the upper part of the range must
be as linear as possible. You can meet
this requirement using a linear opto-
coupler, such as Vishay’s (www.vishay.
com) IL300 or Avago Technologies’
(www.avagotech.com) HCNR200 or
HCNR201.

These optocouplers each comprise
an LED and a photodiode on the trans-
mitting side and an identical photodi-
ode on the receiving side. Because of
this construction, the emitted light
from the LED should cause the same
current to flow in both photodiodes.
The current through the photodiode
on the receiving side, feedforward cur-

rent IFF, is the output current, and you
must set this current in proportion
to the transmitted signal voltage, V1.
This current equals the feedback cur-
rent, IFB, through the transmitter-side

photodiode. A feedback loop around
the emitting side of the optocoupler
keeps the feedback current in propor-
tion to the transmitted signal. When
the feedforward current and the feed-
back current are equal, the output cur-
rent is proportional to the transmitted
signal.

The hidden cost, however, is a power
supply. You need some power on both

You can also add an auto-reset feature
to the circuit. When Point A drops to
3.7V (time T1 in Figure 3), the inputs
at IC1, pins 1 and 2, go low, and the
output at Pin 3 goes high, charging C1.
After about 30 seconds (time T2 in Fig-

ure 3), C1 has enough voltage to force
IC1’s Pin 4 low. R3 and C1 determine
the charging time. A pulse of current
flows through C2, which forces the
voltage at Point A to nearly 2V. That
action momentarily interrupts the cur-

rent in any optoisolator LED. As a re-
sult, the circuit automatically resets,
and the green LED lights. IC1’s Pin 3
goes low, which discharges C2 through
R2, resetting the circuit to its original
state.EDN

Signal-powered linear optocoupler
provides isolated control signal
Mitja Rihtarsic, Škofja Loka, Slovenia
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sides of the signal path. The circuit in
this Design Idea uses power from signal
voltage V1 to supply a feedback loop in
the transmitting side similar to the way
some circuits in a 4- to 20-mA loop get
power from the loop current. Both
photodiodes operate in reverse-biased,
photoconductive mode. The currents
through them are proportional to inci-
dent-light flux, which feedback gain K1
and forward gain K2 describe.

where ILED is the LED’s current, and

A description of the circuit begins with
a sum of the dc currents at Node A.

The gains of both transistors amplify
current IB1 into the base of Q1. The
amplified current then flows through
the LED.

Equations 1 through 4 yield the out-
put feedforward current:

When the product of feedback gain K1
and transistor gains �1 and �2 is much
greater than one, you can cancel out
the transistors’ gains, yielding a char-
acteristic that is linear:

The ratio of feedback gain K1 and
forward gain K2 is transfer gain K3. Be-
cause K1 and K2 are similar, K3 is ap-
proximately one. In reality, K3 may de-
viate, but it changes less than K1 or K2
alone:

Equation 6 subtracts the base-to-emit-
ter voltage from the input voltage. Al-
though the base-to-emitter voltage is
not constant, it is desirable to remove
it. You accomplish this task using the
emitter follower in the receiving cir-
cuit. The output voltage, V2, is a sum
of voltage across R3 and the base-to-
emitter voltage of Q3.

You can use a different equation to
yield the feedforward output current:

You can rearrange equations 8 and 9
as:

In the first term in Equation 10, the
ratio of resistors R3 and R1 is approxi-
mately 1-to-1. You must be careful with
the transfer gain, K3, which is the rea-
son that K3 remains in Equation 11.

When K3 is one, voltages VBE1 and
VBE3 cancel each other to some degree.
Therefore, Equation 11 omits the sec-
ond term in Equation 10. Base cur-
rent IB3 depends on resistor R4 and the
output load. When you can set both
base currents to be equal, the last term
would cancel out, too. The values of re-
sistor R2 and capacitor C1 must be small
enough so that transistors Q1 and Q2
don’t saturate. C1 enhances stability.

Figure 2 shows the necessary voltage
for the circuit to begin operation. The
output voltage (upper trace) has flat-
ness at its lowest voltages as opposed
to the input voltage (lower trace).
Figure 3 shows the two signals’ linear-
ity. Dividing the measured maximum
of voltages V1 and V2 yields 0.91V. A
test circuit uses an IL300, which has
a gain of 0.851 to 0.955. The mea-
surement meets the requirements of
Equation 11 despite the equation’s
simplifications.EDN

Figure 2 The output voltage (upper trace) turns off when
the input voltage (lower trace) gets too low.

Figure 3 An XY plot of the circuit’s input and output
voltages shows linearity once the input voltage is high
enough to power the circuit.
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Assume that you have a device
that receives its power from the

main 120 or 220V-ac line and you need
to add a switch between the ac line and
the device so that the device works
only when it is dark. Although you may
think this task would be trivial, it is dif-
ficult to find a workable approach be-
cause most of the published schematics
need 6 to 12V-dc power supplies and re-
lays. Several off-the-shelf dark-activat-
ed switches, such as devices from Suns
International (www.suns-usa.com), are
available, but they’re expensive for a
consumer product. After looking at
products from dozens of Web sites, you
may decide to make your own. The so-
lution is simple and inexpensive.

The circuit in Figure 1 employs an
internally triggered triac, which Teccor

Electronics (www.teccor.com) origi-
nally developed. The primary purpose
of any triac is bidirectional-ac switch-
ing. The Quadrac triac has a built-in
triggering device with the threshold-

voltage level of approximately 40V.
To achieve this level, the circuit uses a
voltage divider comprising a photocell
and resistor R1. When you light the
photocell, its voltage drop is lower than
the triggering level of the threshold
voltage, and Q1 is locked, so the load
disconnects from the ac line. When it
becomes dark, the peak voltage ampli-
tude on the photocell increases to 40V,
opening Q1 and making the load con-

nect to the power line.
The choice of Q1 depends on

the load current and ac-line volt-
age. This circuit uses the Q4004LT
from Littelfuse (www.littelfuse.
com) with a maximum current of
4A rms and a voltage of 400V. You
can use any photocell, but this cir-
cuit uses an off-the-shelf model
and accordingly uses a value of
47 k� for R1 to achieve reliable
switching. For an inductive load,
add a 100� resistor in series with
a 0.1-�F capacitor between pins 1
and 2 of Q1.EDN

Dark-activated switch needs
only three components
Abel Raynus, Armitron International, Malden, MA
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Figure 1 This dark-activated switch
needs only a photocell, a resistor, and
a triac to switch between the ac line and
the device.
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Multitapped silicon-chip
resistors target use
in hybrid electronics

The 110R series of silicon-chip re-
sistors uses high-stability, self-pas-

sivating, and moisture-resistant tanta-
lum-nitride resistor elements, enabling
the development of quick-turnaround
prototypes in hybrid-microelectronics
labs. Comprising a string of 20 resis-
tors, each chip allows wire-bonding for
a range of resistances. The strings in-
clude a set of 10 2.5-k� resistors and a
set of 10 25-k� resistors, allowing for a
275-k� total resistance. Comprising 21
wire-bond pads, the devices provide val-
ues of 2.5 to 275 k�. Operating over a

Inductors shield EMI-susceptible applications
Using an integral ferrite shield, the 1200RS and the 1200LRS inductor se-
ries target power-line filtering in low- to medium-current applications, such

as switching power-supply circuits, that are susceptible to EMI. The 1200LRS series
features 6.8-�H to 22-mH inductances and a 4.7A-dc current rating; the 1200RS
series provides 10-�H to 1-mH inductances and a 4.6A-dc maximum current rating.
Each inductor series has a 10.5-mm diameter�8.5-mm through-hole, radial-leaded
package. The devices operate over a �40 to �85�C temperature range, and prices
range from 41 to 50 cents (high volumes).
Murata Power Solutions, www.murata-ps.com

PASSIVES

productroundup

�

features a repeatable-fusing character-
istic. This feature works well in appli-
cations subject to constant or sustained
overload, which results in excessive
heat buildup. The devices allow adjust-
ments for quick fusing. Thus, they gen-
erate minimal heat and slow fusing for
applications in which fusing resistors can
open too quickly. The devices can with-
stand high voltage surges and allow in-
herent increases or decreases in voltage.
One device in the series survives 6-kV
inrush pulses without failing; however, it
fails at 120 or 240V-ac steady-state over-
loads without flame or excessive heat.
Prices for the units range from 20 cents
to $1.75 (250 to 2500).
Stackpole Electronics,
www.seielect.com

Tantalum capacitors
come in surface-mount,
molded packages

The M34 and the M35 wet-tanta-
lum capacitors operate over a �55

to �85�C temperature range and at tem-
peratures as high as 125�C with voltage
derating with a �20% standard capac-
itance tolerance. The M34 provides a
capacitance range of 10 �F at 125V to
120 �F at 25V; the M35 has a capaci-
tance range of 1.7 �F at 125V to 220 �F
at 6V and features a 3V reverse-voltage
capability at 85�C. Available in a sur-
face-mount, molded package, the M34
and the M35 cost $41.15 and $29.10,
respectively.
Vishay Intertechnology,
www.vishay.com

�55 to �125�C temperature range, the
resistors provide a 250-ppm/�C TCR
with 10-ppm/�C-maximum-TCR track-
ing between resistors. Each 110R resis-
tor measures 34�34 mils, and prices
range from $3.90 to $7.25, based on tol-
erance and volume.
OnChip Devices, www.onchip.com

Resistors allow failsafe
operation under continu-
ous overloads

Providing the surge-handling char-
acteristics typical of wire-wound

devices, the WWF (wire-wound-fusible)
series of conformal-coated devices also

�

�

�

Power resistor meets
high-temperature
soldering requirements

Using a low-inductive-resistive
film, the PWR263S-20 power re-

sistor meets high-temperature soldering

�
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requirements, enabling im-
proved automated board as-
sembly. Features include 20W
power consumption at 25�C,
6.5�C/W thermal resistance,
and a 0.5� to 130-k� resis-
tance range. A D2Pak surface-

mount package suits space-
constrained designs requiring
a lead-free soldering tempera-
ture. Prices for the PWR263S-
20 power resistors range from
$1.75 to $2.55 (5000).
Bourns, www.bourns.com

12- and 16-bit precision
DACs are pin- and
software-compatible

The pin- and software-compat-
ible 16-bit MAX5138 and 12-

bit MAX5139 precision DACs accept
three-wire SPI-, QSPI-, Microwire-,
and DSP-compatible serial interfaces.
Suiting industrial-control and -auto-
mation applications, the devices in-
clude a power-down feature that re-
duces power consumption by 200 nA
and an integrated voltage reference
with a 100-ppm/�C temperature co-
efficient. Measuring 3�3 mm, the
MAX5138 and MAX5139 cost $3.39
and $1.60 (1000), respectively.
Maxim Integrated Products,
www.maxim-ic.com

Clock buffers have
75- and 100-fsec jitter

The 12-channel ADCLK954
LVPECL and the ADCLK854

LVDS/CMOS clock-fanout buf-
fers provide 75- and 100-fsec jitter,
res pectively. The clock buffers fea-
ture a 9-psec skew, suiting use in
high-speed ADCs and DACs, wire-
less-infrastructure equipment, med-
ical-imaging applications, and in-
dustrial applications. The 4.8-GHz
ADCLK954 provides two select-
able differential inputs using the in-
put-select control pin. Both inputs
have 100� on-chip termination
resistors. The clock buffers operate
over a �40 to �85�C temperature
range. The ADCLK954 comes in a
lead LFCSP-48 package with 12 or
24 channels and costs $5.95 (1000);
the ADCLK954 comes in a lead
LFCSP-40 package with 12 chan-

INTEGRATED CIRCUITS

�

�

nels and costs $6.95 (1000).
Analog Devices, www.analog.com
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One of the biggest problems was
getting the master unit’s receiver PLL
to recover the returned carrier without
jittering all over the place when the
loop-filter bandwidth was small. No
matter what I tried, the LC (induc-
tor/capacitor) oscillator on the wire-
wrapped breadboard simply would not
run in a stable fashion at a narrow
loop bandwidth. It insisted on wild
phase gyrations around the phase-lock
point.

I suspected that synchronous digital
noise from both the local transmitting
oscillator and returned carrier was pull-
ing the PLL oscillator. I verified this sus-
picion by disconnecting the PLL-con-
trol voltage from the oscillator varactor,
leaving only the assumed stray noise

coupling. Sure enough, when I manu-
ally tuned the oscillator close to the
operating frequency, the device locked
strongly and stably to the digital noise
without jitter.

Rebuilding the LC oscillator in a
metal box to fully shield it from digi-
tal electromagnetic fields and filtering
the power-supply- and control-voltage
inputs resulted in an amazing improve-
ment. I learned that you must protect
PLL oscillators from digital-synchro-
nous-noise influences from supply rails
and stray electromagnetic coupling.

About a year later, I was developing
hardware that exchanged data between
a remote slave and a master unit using
two optical fibers. I had designed my
receiver’s clock recovery for both the

slave and the master to rely on well-
behaved LC tanks rather than ornery
PLLs. A colleague, on the other hand,
had designed the master unit’s optical-
link clock generator to use a PLL digital
IC with an RC (resistor/capacitor) oscil-
lator. The master clock rate was 16.384
MHz, but the optical links required
19.456 MHz for pattern-synchroniza-
tion overhead, and the budget did not
allow for a more stable VCXO (voltage-
controlled-crystal oscillator).

The optical link’s transmitter PLL
insisted on doing those wild phase
gyrations. “Impossible,” I thought. All
noise transients from digital transitions
occur just after the master oscillator’s
switching transition, so, in theory, it
should not be susceptible to its own
noise, but it was. Disabling the master’s
remote-unit receiver allowed the PLL
to run stably and verified the cause of
the problem: Its own stray digital noise
was returning to haunt it through the
long path to the remote unit and back
again. This round-trip delay was unpre-
dictable; every 10m of cable length was
equivalent to a 360� shift in returned
noise relative to the clock period. Be-
cause the oscillator was divided by 19,
phase detection occurred only once
every 19 clock cycles. In the intervening
cycles, the oscillator was free to become
a happy wanderer. With the remote unit
1 km away, the oscillator was tracking
the influence of its phase from 10 �sec
and 200 clock periods earlier. This PLL
was chasing its own tail.

We tamed the problem by building
the VCO on a small PCB (printed-cir-
cuit board) with an unbroken bottom
ground plane supported on a standoff
above the main PCB. The oscillator’s
PCB ground plane helped to shield the
topside circuit from the evil digital in-
fluences below.EDN

R E FE R E N CE
Rabinovich, Rick, "Power-rail filter-

ing improves PLL performance,"
EDN, March 19, 2009, www.edn.
com/article/CA6645280.

Contact design consultant Glen Cheni-
er at glen@teetertottertreestuff.com.
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L
ong ago, I was developing experimental LAN-inter-
face hardware to transmit data on a synchronous-
RF carrier from a master unit to remote devices that
simultaneously returned data on a synchronous-RF
carrier two octaves lower. I amplified the received
carriers to TTL (transistor-transistor-logic) levels for

digital-PLL (phase-lock-loop) CDR (clock and data recovery).

D
A

N
IE

L 
V

A
S

C
O

N
C

E
LL

O
S

1

“Dog” PLL chases its own tail
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Look no further.
Infi niiVision scopes are engineered for the best signal visibility.

It’s a bold claim — let us prove it to you.

Agilent engineered the custom MegaZoom III technology in our Agilent Infi niiVision scopes 

so you get the best possible signal visibility on every measurement you make.

 1. Fastest uncompromised update rate shows you critical signal detail and gives 

  you statistically valid measurement results in seconds.

 2. Industry’s only hardware accelerated 

  mixed signal oscilloscope gives you 

  analog, logic, and protocol views.

 3. Customize your scope with software

   applications including mask testing, 

  RS-232/UART, CAN/LIN and more.

Take the 5-minute Scope Challenge online and 

register to win a free Agilent MSO7104 scope.

www.agilent.com/fi nd/bestscopes

100 MHz to 1 GHz MSO and DSO models

u.s. 1-800-829-4444   canada 1-877-894-4414

  

Prices in USD and subject to change without notice.

© Agilent Technologies, Inc. 2009  

“I need to see the most signal detail.”

Starting at

$4246

Get
15% OFF
until 9/30.
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LTC3101

Buck-Boost

LDO
ON/OFF

AC
Adapter

USB

or Hot Swap Out

3.xV @ 300 to 800mA

1.xV @ 350mA

1.xV @ 350mA

1.8V @ 50mA

3.xV @ 100mA

x.xV @ 200mA
Tracking Out

Li-Ion

USB

BAT

VIN = 1.8V to USB

, LTC, LT and LTM are registered trademarks and PowerPath
and Hot Swap are trademarks of Linear Technology Corporation.
All other trademarks are the property of their respective owners.

Our LTC®3101 brings a new level of performance to devices that can be powered from multiple sources: 2 or 3 AA (or AAA)
cells, a Lithium-Ion/Polymer battery, an AC adapter or a USB port. Its switching PowerPathTM manager seamlessly transitions
between the different input sources while maintaining two “always alive” rails, a 50mA LDO and a 200mA MAX output
that tracks the higher voltage input. It also provides three high efficiency switching DC/DC converters, a protected 100mA
Hot SwapTM output and pushbutton On/Off control in a compact 4mm x 4mm QFN package.

Info & Free SamplesFeatures
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BUCK-BOOST
IOUT = 150mA

BUCK2
IOUT = 150mA

BUCK1
IOUT = 150mA

www.linear.com/3101

1-800-4-LINEAR

95% Efficient & 38μA Total IQ

Efficiency Curve

• Seamless & Automatic Transition
Between Multiple Input Sources

• VIN Range: 1.8V to 5.5V

• Buck-Boost Converter with VOUT
Range: 1.5V to 5.25V

• Dual 350mA Sync Buck Regulators
with VOUT Down to 0.6V

• Pushbutton On/Off Control

• 4mm x 4mm x 0.75mm QFN-24
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